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Plan of the talk

• Previous work with large database

• Recent automated studies

• Bayesian classifier

• SOMs

• Support Vector Machine



Variable Star Automatic 
Classification

• Hipparcos (Geneva-Cambridge)

- Light curve analysis

- No real systematic classification

• OGLE, MACHO, EROS

- Extraction of specific objects (RR Lyrae, Cepheids, Eclipsing 
binaries, etc...), but no global classification

• ASAS (All-Sky-Automated-Survey, G. Pojmanski)

- Projection on selected 2D plane (selection was manual, semi-
automated)

Status of previous works

No automated classification



• Bayesian Classifier: Eyer & Blake (2002, 2005) 

• Neural Network: Belokurov et al. (microlensing 
2003, transients 2004), Brett et al. (2004), Finney et 
al. (Novae identification, 2005)

• Self-Organising maps: Belokurov et al., Naud & 
Eyer

• Support Vector Machine: Willemsen & Eyer (2005)

Recent automated studies

Gaia needs full automation



Bayesian Classifier
Eyer & Blake

• All Sky Automated Survey (ASAS)

• Modest number of objects: 1700 stars

• One of the First real global automated 
classification!

• Error level 7%



Example of the classification
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Self Organising maps
Belokurov

• Go to Vasily Belokurov’s web-site
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Eclipsing binaries

SR A/B/C
RRab

On Hipparcos data
A. Naud and L. Eyer

Features:
 - Period
 - Amplitude
 - Colour V-I
 - Skewness

ACVn

Self Organising maps



Support Vector Machines
Willemsen & Eyer

• Why Hipparcos data?

• Selection of Training set

• Sampling peculiar (Number of 
measurements variable, sampling 
different from one star to an other)



Classes rejected and retained:

Hipparcos:

4486 stars with variable types

Nomenclature uniformisation

18
classes



Selection of features

51 features:

- B-V, V-I

- skewness

- 10-percentiles median subtracted (d1-d9)

- 40 bins Fourier envelope

Principal Component analysis to reduce the dimensionality 
of the problem



Confusion table



Conclusion on SVM

• Classification performance 60%-80-98%

• Training set not good enough, class ill defined

• No substantial improvements in dimensionality 
reduction (with PCA)

• Prime importance: Confusion tables, estimations of 
false negatives and false positives



ACTIONS

• Continue work on Hipparcos with SVM: 
define a better training set

• Include classification for Grid

• Benchmark for classification methods

- completeness

- flase positives, negatives


