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ABSTRACT

Galaxies selected at 17#n by thel/SO FIRBACK survey represent the brightestl0% of
the Cosmic Infrared Background. Examining their naturedtad is therefore crucial for con-
straining models of galaxy evolution. Here we combBitzerarchival data with previous
near-IR, far-IR, and sub-mm observations of a represemtaimple of 22 FIRBACK galaxies
spanning three orders of magnitude in infrared lumino¥iky fit a flexible, multi-component,
empirical SED model of star-forming galaxies designed taleddhe entire~1—1000um
wavelength range. The fits are performed with a Markov Chagmtd Carlo (MCMC) ap-
proach, allowing for meaningful uncertainties to be detivEhis approach also highlights
degeneracies such as betwé@grand3, which we discuss in detail. From these fits and stan-
dard relations we deriveiyg, Lpau, SFR,7v, M., Myust, Ta, andS. We look at a variety
of correlations between these and combinations thereafdardo examine the physical na-
ture of these galaxies. Our conclusions are supplementeddoghological examination of
the sources, and comparison with local samples. We find theobour sample to be consis-
tent with fairly standard size and mass disk galaxies witheswhat enhanced star-formation
relative to local spirals, but likely not bona fide starbsirgt few higherz LIGs and ULIGs
are also present, but contrary to expectation, they are wadkR emitters and overall are
consistent with star-formation over an extended cold megather than concentrated in the
nuclear regions. We discuss the implications of this studyuhderstanding populations de-
tected at other wavelengths, such as the brightt88B(SCUBA sources or the fair@pitzer
24 m sources.

Key words: galaxies: fundamental parameters, galaxies: starbofsréd: galaxies, submil-

limetre
1 INTRODUCTION entire range at once has been difficult, since mid-fR60m)
) ) o observations could not reach much beyond the local Universe
Understanding the full infrared spectral energy distidnui(SED) while sub-mm observations also only exist for very local; IR
of galaxies is essential for a complete picture of star-fiiom in bright, galaxies (e.d._Dunne & Eales 2D01), or else the bk

the Universe. Measurements of the cosmic background fadiat  syb-mm Common User Bolometer Array (SCUBA) sources
allow us to infer that about half the energy ever generatestns which peak at: ~ 2—3 [Chapman et HI. 2005). The latter typically
was reprocessed by dust into the infrared (see Hauser &IDwek have only one or two other wavelength detections in addition

2001, for a review). This emission is increasingly impottah to the SCUBA (85Qum) one, which makes their interpretation
higher redshifts where the star-formation density of thévehse particularly dependent on the SED model assumed (see Blaih e
is larger than today. Modelling the contribution of diffatejalaxy 2002, for a review). Due to these past observational lioitat

populations to the Cosmic Infrared Background (CIB) reesir e still do not know (beyond some generalized trends) the ful
detailed knowledge of the SEDs of star-forming galaxiese Th  range of galaxy SED shapes, how exactly they are relatedeto th
variation in SED shapes is a key uncertainty when comparing ynderlying physical conditions in the galaxy, and therefbow

populations selected at different wavelengths or testiagoy they may vary across cosmic time as the galaxies evolve.
evolution models.

In this paper, we discuss the full infrared SED I —1000:m),

which roughly spans the wavelengths between stellar and 1 Except for the deepest ISOCAM 1&n observations which peak at
synchrotron-dominated emission. Traditionally, studyithis z~0.7 [Radighiero_et al. 20D4)
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Figure 1. IRAC 3.6um images for bright galaxies in our sample. Note
the prevalence of disk-like morphologies with bright ni¢Ne1-004 is a
spectroscopically confirmed weak AGN). Boxes here are aqupately
1.4 arcmin wide. For comparisof§0s 170um beam is~ 90 arcsec.

With the advent of theSpitzer Space Telescope _(Werner et al.
2004) we can for the first time observe the mid-IR properties
of large numbers of sources over a cosmologically significan
extent in redshift (e.g. Lonsdale et al. 2003pitzercovers the
range 3-16@m. The obvious next step toward characterizing
the full infrared SEDs of galaxies is therefore to likpitzer
observations with longer wavelength samples, especiathading
sub-mm observations. In this regard, the quality and gtyanofi
the available sub-mm data are the limiting factor.

The sample discussed here is selected from theutvQ@-IR-
BACK (Far-IR BACKground) ELAIS-N1 catalogl (Puget ef al.

2 DATA

The galaxies we focus on come from a sub-sample of FIRBACK
sources with radio detections which were observed with S&UB
The full sample of 30 targets was first presented in S03 where d
tails of the sample selection as well as the nearKiRdnd sub-
mm observations and data reduction are given. In partidal&03
we addressed the question of whether or not the radio detecti
requirement introduces a bias and found that apart fromngiate
HyLIGs (Lir > 10'3 L) atz ~ 1.5, and spurrious sources, the ra-
dio detection does not bias us with respect to the FIRBACK cat
alogue as a whole. Here we additionally (Sgitzerarchival ob-
servations of the ELAIS-N1 field obtained as part of tBitzer
Wide-area IR Extragalactic Survey (SWIRE, Lonsdale et@03).
We focus on sources with unique identifications in the SWiRtad
(see Section 2.2), which leaves us with a sample of 22 so(sees

Tableld).

2.1 Treatment of Spitzerdata

The basic data reduction and calibration is already perarion

the individual frames obtained from tt8pitzerarchive. We use the
Starlink software packagecDPACKto rescale, align and coadd the
observations into common mosaic images for each of the 4 IRAC
bands and the MIPS 24m band. Furthermore, the Starlimkio-

TOM andGAIA packages are used to perform aperture photometry
on the sources. To ensure that the sky-annuli chosen faidser
sent the sky/background we monitor the sky values obtained f
all of these and modify the annular region for any galaxy vehos
sky value is more than @ above the average sky. The errors are
then computed from the sky variance. We find unambiguous-coun
terparts for nearly all radio/SCUBA sources in S03 (the ptiocas
being N1-032, and N1-034).

Since we started on this project, the SWIRE team has relebsid
own catalogues of the field (Surace ef al. 2004). These alito u

1999; | Dole et £li 2001). The selection is based on an existing double check our IRAC and MIPS 24n photometry, as well as

radio detection, which we followed-up with both deep ndar-I
and sub-mm observations (Scott et al. 2000; Sajina et al3,200
hereafter S03). We find that in terms of the mid-IR propeyties
sample selection is largely unbiased with respect to theBRIEK

add a 7Qum point where available. For N1-004, N1-007, and N1-
012 there are no 24m or 70um fluxes due to missing data. In
addition to the SWIRE 70m catalogue, we extract fluxes for three
faint sources: N1-040, N1-064, and N1-077. In all casesatier-

population as a whole. Our previous studies suggest that theture resulting in the maximum flux was used in order to enslire a

sample consists primarily of < 0.3 ordinary, spiral-like galaxies,
rich in cold (I" < 40K) dust, with~1/6 of the sample consist-
ing of Ultraluminous Infrared Galaxies (ULIGs) at~0.5-1.
Spectroscopic follow-up of this and related sub-sampleper
these findings.(Chapman ef al. 2002; Patris kgt al.|2003; Delane
2005, hereafter D05). The higherfraction therefore represents a
bridge population between the local Universe and distamstyd
star-formers such as the SCUBA blank-sky sources. In gknera
the importance of FIRBACK galaxies is that they represeet th
brightest galaxies at 17am, contributing~ 10% to the CIB and
selected at a wavelength near the peak of the CIB spectrum

We use archivalSpitzerobservations of the ELAIS-N1 field in

emission is accounted for. The only remaining source is RKd-0
which is near the edge of the image and thus a confident flux can-
not be obtained.

This is the only source without any data points betweepraand
170pm. For all of N1-004, N1-007, and N1-012 we have ISO-
CAM 15um and/RAS 60um fluxes compensating for the miss-
ing MIPS data. For the few cases which have both am®0(see
DO05) and 7Qum detection (N1-001, N1-002, and N1-016), we find
that the 6Qum fluxes are somewhat higher than theum® ones
contrary to any reasonable SED (given i@ /S170 colours); but
the difference is within the 20% calibration uncertaintgigeed

to the 70um flux. The SWIRE catalogue 76m flux for N1-001

order to extend the known SEDs of the above sample into the (198 mJy) was most discrepant originally; however, it is an e

mid-IR wavelength range. We fit these SEDs with a phenomeno-

logical model motivated by different physical origins fdnet
emission. These fits allow us to discuss the physical cheniatits

of our galaxies as well as trends within the sample. Detditb®
fitting procedure and some related issues are included i of se
appendices.

Throughout the paper we assume a flat Universe with
Ho=75kms ! Mpc™!, Qm =0.3, and2, =0.7.

tended source and we find that a flux of 233 mJy is more accurate.
This 20% difference is the most severe we expect due to apertu
effects for this sample. We do not explicitly use the few kalde
160um points, but within the uncertainties they are consistetit w
the ISO170m points.

Near-IRJ-band data for about half of our sample are available from
the band-merged ELAIS catalog_(Rowan-Robhinson et al. 12004)
while theK-band data come from our previous work (S03). To con-
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Table 1. Multiwavelength data for our sample. All errors are gstimates.

Sourcé  S1.3% 5590 S3.6° S4.5° S5.8° Sg.0¢
mJy mJy mJy mJy mJy mJy
N1-001 6.28 7.310.54 2.9%0.32 1.98t0.26 4.6740.4 12.25+0.66
N1-002 4.58 5.55-0.41 5.35£0.43 3.79:0.37 9.6:0.59 23.9#:0.92
N1-004 9.16 7.3%0.14 5.38£0.44 3.79:0.36 6.05£0.47 11.420.64
N1-007 4.40 3.5:0.26 3.65:0.36 2.410.29 4.09-0.38 11.840.65
N1-009 9.63 10.5%0.2 6.02:0.46 3.96:0.37 7.05£0.5 14.03+0.7
N1-012 1.75 1.840.3 1.15+0.2 0.75£0.16 0.841-0.17 4.24+0.39
N1-013 —_ 0.13t0.01 0.16:0.07 0.14+0.07 0.18+0.08 0.44+0.12
N1-015 0.36 0.88-0.06 0.5%-0.14 0.53:0.14 0.374:0.11 2.05£0.27
N1-016 271 3.5:0.26 1.78£0.25 1.410.22 1.610.24 7.6-0.52
N1-024 1.14 1.39-0.03 1.16£0.2 0.77:0.16 0.9+0.18 5.4-0.44
N1-029 1.10 1.2#40.09 1.24+0.21 0.88:0.18 0.75:0.16 4.25+0.39
N1-031 1.93 2.65-0.19 1.45£0.22 0.91-0.18 1.44+0.23 3.53t0.35
N1-039 — 0.32£0.05 0.28+0.1 0.25+0.09 0.19-0.08 0.8-0.17
N1-040 — 0.010.01 0.08:0.05 0.0#:-0.05 0.06:0.05 0.05:0.04
N1-041 0.38 0.88-0.06 0.66:0.15 0.5£0.13 0.58:0.14 4.14+-0.38
N1-045 1.39 1.16-0.02 1.04:0.19 0.66:0.15 0.69:0.16 3.29-0.34
N1-064 —_ 0.03:0.01 0.15+0.07 0.11-0.06 0.12+0.07 0.09:0.06
N1-068 0.31 0.53%0.04 0.310.1 0.310.11 0.28:0.1 1.98+0.26
N1-077 0.31 0.42-0.07 0.37:0.11 0.29:0.1 0.23£0.09 1.4£0.22
N1-078 —_ 0.04£0.01 0.13+0.07 0.1:0.06 0.09:0.06 0.13+0.07
N1-083 —_ 0.46£0.08 0.310.1 0.25+0.09 0.18+0.08 0.68:0.16
N1-101 0.38 0.55-0.09 0.58:0.14 0.38:0.12 0.46+0.13 2.34£0.29

* The naming scheme follows Dole et al. (2001).
@ J-band magnitudes from Rowan-Robinson et al. (2004) whe¥e @acertainty is assumed.
b UKIRT and SCUBA fluxes from Sajina et al. (2003).

Sa24 S70 S170¢ Sus0” Ss50° S1.4GHZ
mly mJy mJy mJy mly mJy
19.9#1.71 233 597#-72 -3.0:14.0 6.14-1.6 0.74£0.23
9.871.21 112 544-69 14.4+12.4 4411 0.64£0.04
— — 39158 32.5+7.2 3.6t1.4 0.88£0.13
— — 33854 23.4+8.1 4.4+1.6 1.04£0.12
4.26+0.8 96 31352 10.6£7.6 3.5+15 1.15£0.11
— — 30251 9.2+10.0 1516 0.31:0.07
2.21-0.58 83 29451 18.8+9.9 0.0£1.5 0.52£0.15
3.16+0.68 49 29451 —-3.4:7.7 1.4£1.6 0.52+-0.07
6.811 160 28950 34.8-16.7 1.5t1.2 1.55£0.13
4.38£0.81 108 266-49 32.3:7.5 2.9+1.3 0.75+0.02
4.3t0.8 72 22946 20.06£14.2 0.5+1.7 0.69£0.05
5.410.9 62 22546 9.2+13.2 1.9-1.1 0.43£0.06
1.3t0.44 44 20544 10.9:86.8 -0.1%2.3 0.58+-0.07
0.69+0.32 26 20544 29.2+20.5 5.4+1.1 0.33:0.03
3.89+0.76 75 20444 20.4+156.7 -0.%25 0.76+0.06
2.23t0.58 64 198-44 15.3t8.3 3.0t1.4 0.43t0.06
1.38£0.46 14 166:-42 35.2£13.9 51412 0.23t0.04
3.96+0.76 62 165-42 15.1£7.6 2.2+1.4 0.44+0.05
1.29-0.44 42 15941 59+7.3 1.1£1.3 0.40+0.10
0.6-0.3 — 158+41 35.2+:8.7 5713 0.24£0.04
1.210.43 43 15641 16.2+16.0 0.A12 0.55£0.03
2.66£0.63 46 13640 19.8t7.5 0.9+1.5 0.39£0.05

€ IRAC and MIPS fluxes from archival SWIRE observations, th@ky S from the SWIRE catalogue, all assumed to have an uncertafr29%.

4 |SOPHOT 17Qum data from Dole et al. (2001).
€ VLA 21 cm fluxes from Ciliegi et al. (1999).

vert to flux densities, we used zero points of 1600 Jy and 67érJy
the J- andK-bands respectively.

The Spitzerfluxes are presented in Talle 1 along with the rest of the
multiwavelength data used here. A few of the sources have §om

all of) U, G, R ISOCAM 15um, IRAS 60um and 10Q:m fluxes,
which are given in DO5. In our present study, these are usethpr

ily for consistency checks.

2.2 Possibility of multiple sources

We use the SWIRE ELAIS-N1 catalog to further investigate the
nature of the FIRBACK sources and in particular the relatibn
our radio-selected sources to the full sample. The 90 artSéc
beam means that the chance of multiple sources contribtditige
170pm flux is not expected to be negligible. We perform a simple
test of this effect by taking every 24m source within a 45 arcsec
radius of thelSO position. We then add all these fluxes and com-
pare with the single brightest source within the centroide Te-
sults are presented in Fig. 2, where we see that indeed reafly
of all sourcesregardless of whether the full or 40 catalog

is used are not well described by assigning a single counterpart.
This is a useful qualitative test, although it is unlikelykie cor-
rect in detail, because of complications such as foregroMB8
stars, or combinations such as a bright local galaxy neameso
what higherz LIG/ULIG (where the latter might still contribute
the bulk of the 17Q:m flux). Nevertheless, it is evident that nearly
half of the 17Qum-selected sources have 2 or 3 roughly equivalent
mid-IR counterparts. Considering the position of the cetpdrts
within the beam does not appear to affect this significarthis
fraction drops slightly for our radio-selected samplehaiigh it is
still significant. This general conclusion is in agreemeithwhe
results of Dennefeld et al. (2005) who find 28/56 sourceseamith
catalog to have firm, unique identifications. Here we add tihnat
fraction is unlikely to change significantly for thes3catalog. We
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Figure 2. Quantitative study of the potential effect of multiple sces
within the ISO beam at 17@m. These histograms show the distribution
of flux differences at 24m between using just the brightest 2¢ source
within the ISO beam versus using all sources within a 45 arcsec error cir-
cle (i.e.100 (1 — S24,maz/ Z S24)). The solid line is for all FIRBACK
sources, while the dashed line is for the sources inther catalog. The
dotted line is for our sub-sample of 30 radio-selected ssurc

also find similar results for our FIRBACK sub-sample of 3@ts,
with 28% having fainter 24m sources in thé¢SObeam contribut-

ing > 30% of the flux of the brightest source (dotted line in Elg. 2).
Because of strong ambiguities, we remove 8 FIRBACK sources
from our sub-sample. We leave 2 ambiguous sources (N1-045 an
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Table 2. Derived properties for our sample. Errors are marginal&@¥ confidence limits.

Source 29 Rb Ty el log Mg TV log M, log L3_1000 log L sy SFRE Quality®
kpc K Mg Mg Lo Lo Mg lyr
N1-001 0.030 4.41 25247 1.9+05 7.10+£0.22 0.95+10.15 9.44+ 0.09 10.06+ 0.06 9.07+0.21 1.72£0.29 2
N1-002 0.064 9.55 2196.1 2.1+0.6 7.62+0.24 5.414+5.60 10.47£0.16 10.62+ 0.06 10.15+0.20 53+1.1 2
N1-004 0.064 14.29 23856 2.1+05 7.56+ 0.19 3.31£3.50 10.43+0.13 10.604+ 0.08 9.71+0.24 5712 1
N1-007 0.061 6.10 24171 1.44+0.7 7.504+0.23 5.40+5.03 10.25+0.18 10.42+0.11 9.71+0.21 3.6£1.0 2
N1-009 0.053 5.56 233 6.6 2.1+0.6 7.18+0.32 2.67+2.37 10.32£0.13 10.22+ 0.08 9.614+-0.18 2.02+-0.47 1
N1-012 0.066 6.88 27483 1.7+0.6 7.35+0.37 2.27+1.68 9.65+0.11 10.44+ 0.13 9.261+0.25 42414 1
N1-013 (0.46) 18.63 325 11.6 2.0+£08 8.73+0.34 7.81+4.12 10.79£ 0.16 12.1:0.11 10.64+ 0.23 210455 1
N1-015 0.234 12.37 23F5.1 21+05 8.504+ 0.37 2.85+1.63 10.56+ 0.16 11.3%+-0.12 10.404+0.25 36+ 13 1
N1-016 0.092 6.10 31.88.0 1.6+ 0.6 7.4440.35 1.73+8.02 10.25+0.15 10.861+0.08 10.2%-0.26 11.0+1.9 1
N1-024 0.086 5.44 24279 1.8+0.7 7.73+0.23 3.15+2.71 9.95+0.16 10.6G+ 0.09 9.761+0.20 6.1+1.6 1
N1-029 0.144 9.75 26.616.9 2.0+08 7.88+ 0.59 3.50+2.74 10.40+ 0.14 10.93+0.12 10.09+0.23 12.2+4.5 1
N1-031 0.063 4.29 214155 24+0.8 7.22+0.52 2.08+2.03 9.814+0.12 10.16+ 0.13 9.20+-0.25 2.07+0.69 1
N1-039 0.269 14.21 24594 251+ 0.6 8.444+0.70 7.21£5.34 10.53+0.22 11.3A-0.16 10.214+-0.24 35+ 13 1
N1-040 0.450 26.34 26579 1.8+0.7 9.104+0.21 15.61+7.36 10.42+-0.34 11.83+0.13 9.85+0.41 104+ 33 1
N1-041 0.120 7.85 24F12.2 23+07 7.82+£0.77 4.71£251 10.0:£0.14 10.770.14 9.93+0.23 8.2+ 3.0 1
N1-045 (0.18) 15.74 281 14.6 1.1+08 8.08+0.57 2.55+0.00 10.53+ 0.16 11.08+0.13 10.23+0.16 17.4+-6.0 1
N1-064 0.910 17.54 3116.3 1.8+0.7 9.32+-0.21 29+ 30 11.47+0.25 12.45+0.13 11.73+0.39 4104+ 130 3
N1-068 (0.16) 9.69 26.420.3 2.14+0.8 7.83+£0.75 3.41+1.99 9.99+ 0.15 10.93+0.14 9.88+0.20 13.0+4.4 1
N1-077 (0.20) 11.60 271145 2.0+£0.7 7.914 0.65 3.25+2.27 10.1A-0.15 10.92+0.15 10.06+ 0.21 12.0+4.6 1
N1-078 (0.91) 16.33 69.8 15.0 1.1+ 05 9.16+0.25 27+ 30 11.49+0.26 12.90+ 0.22 11.59+0.38 1360+ 570 3
N1-083 (0.31) 14.17 30.818.3 2.0£07 8.21+0.58 4.81+4.19 10.65+ 0.23 11.4G+0.16 10.34+0.19 35+ 15 1
N1-101 0.060 6.16 246-17.8 2.1+0.8 7.07+£0.75 4.944+3.33 9.36+0.18 9.8%+ 0.14 9.01£0.19 1.074+0.44 1
@ Spectroscopic redshifts from D05 and Chapman et al. (2002)040 and N1-064); photometric redshifts given in braskeee Appendix B).
b The observed half-light radius a.8n converted to physical distance.
€ The integral under our full PAH template.
@ As per Kennicutt (1998). For consistenfyg _ 1 ooo was used here.
€ Quality flag: 1=good; ZXEed > 2; 3=1y, poorly fit (see Section A.1).
N1-039) because they havg,.. ~0.2-0.3 and this test is incon- 100 g7 L L N
clusive for higherz sources. This leaves 22 sources for which the = ]
correct counterpart is reasonably secure, with other plessoun- L N1-015 ]
terparts contributing a probable amount to the A#0flux which 10 b |
is of order the flux uncertainties or less. Since the beanatiziee E s 3
other wavelengths is so much better than at 470 the effects of — C ]
multiple source contributors to the other fluxes are nelgiégiThe g o b
effects of multiple contributors are already partiallylirded in the ; 1 E \ =
. . . . . . |7 \. ; =
170pm uncertainties, which contain confusion noise (see Lagach & £ v > Ny 3
& Puget 2000). Therefore after removing théS8D sources which S C WJH/H AN ]
have the most ambiguous identifications ay@4, we are confi- = | J Iy [ty N
_ o 0.1 & YRl : =
dent that the effects of multiple counterparts are not §icanit. We . E LS Uy | E
. . . r \ ]
concentrate on this new sub-sample of 22 sources in thefrégso N r [N v\ \ 7
//ﬂ‘/ \‘L_ \ \\ -
paper. \
0.01 \
\ 3
\ -
\ .
\ _
3 SED MODEL |
O O O 1 Il L1111
3.1 Interpreting the observed SEDs 1 1000

The observed SED of a galaxy depends on the properties of the
stellar populations (e.g. ages and metallicities), thet dusdel
(e.g. composition, size distributions), and the relatiemmgetry
of the two. The full range of possible combinations of allshe
is such that, fully accounting for all possible processe®iate
not possible. Radiative transfer models where stars forsidén
giant molecular clouds and gradually disperse into theuslf
medium exist |(Silva et all_1998&; Efstathiou & Rowan-Robinso
2003; . Popescu etldl. 2000), but tend either to have too maey fr
parameters, or not cover the full range in SEDs observed: Sel
consistent models of the stars and dust (i.e. energy alibedhels
energy emitted) have been done on local galaxies (Gallinab e
2003); however, require exceptionally well sampled SEbsifthe
UV to the sub-millimeter. We choose a modelling approacte (se
Section 3.2) that is data-driven: i.e. our model is no momame
cated than our data allow us to fit, yet is flexible enough teies

Figure 3. An example of the SED model used here. This includes a grey-
body (dotted ling, a warm power-law ghort-dash, PAH emission long-
dash, and unextincted stellar emissiodof-dash with =7 extinction
applied. The thick solid line is the total.

the full range of SEDs observed in the sample. Such a simge ph
nomenological model has the effect of smoothing over theetnd
lying messiness of galaxy SEDs, while providing us with Hist
parameters (such as opacity and dust temperature) thass\ale
some ’'characteristic’ or 'average’ values of an underlydistri-
bution. The approach is therefore well suited to broadbaatd,d
such as presented for our sample in the previous sectiochvidi

in essence, spatially integrated over the entire galagjyding its
quiescent (i.e. cirrus) and potentially active (i.e. stiash) environ-

© 2006 RAS, MNRASD00, THTY
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ments.

The main limitation in interpreting our results in terms loé tphys-
ical nature of our galaxies is due to the fact that, as diszlissthe
previous section, the available optical/UV daty G, andR) for
our sample are quite scarce and thus here we only discusgeabe s
tral properties of our galaxies longward of and including tear-
IR (~2um), which automatically precludes us fradirectly dis-
cussing young stars. Thus our restriction of fitting only th2um
spectra means that: 1) we cannot balance the energy absarbed
the optical/UV with the energy re-emitted in the infraredl,v
cannot explicitly discuss either the star-formation higtor age
distribution of the stellar populations of our galaxiesd&) we
cannot constrain multiple optical depths (e.g. moleculand and
cirrus). These limitations are largely addressed postditti.e. in
the interpretation of the best-fit model parameters and Hy t
are used to infer underlying physical characteristics.dxample,
we confine our stellar model to an old stellar population tietep
(see Section 3.2), but when deriving stellar mass, we uss-toas
light ratios which include the effect of young stars on Kxband
(Section 4.3). We know that young stars form inside densecws|
lar clouds and later disperse into the diffuse 'disk’ enmir@nt.
Thus the characteristic optical depth absorbing the youars’s
power is likely not the optical depth we derive in the neamlch
is dominated by the older stellar populations. We addreissitth

Section 5.2, where the dust masses are derived both from emis

sion (predominantly young stars) and absorption (predariin
old stars in our case).

With the above philosophy in mind, we proceed with the model
procedure outlined below.

3.2 Details of Model Procedure

As discussed above, our modelling approach is driven by e d
sire to have a phenomenological model which fits known nearby
galaxy SEDs robustly and yet has the flexibility (i.e. numbér
phenomenological parameters only slightly less than timetrau of
data points we are trying to fit) which allows us to fit a widegan
of SED types, and in addition we want to be able to extract phys
ical parameters with meaningful uncertainties (in patéicisuch
that degeneracies between parameters can be highligihédt).
these goals clearly in mind, our choice of detailed SED misdaé-
pendent on the quality and wavelength coverage of the détite w
the statistical approach we use is the Markov Chain MontdoCar
method.

We model the SED as a sum of stellar emission, PAH emission,
power-law emission, and thermal grey-body emission. Bissed

on the mid-IR model used in Sajina, Lacy, and Scott (2005).

The stellar emission is accounted for by a 10 Gyr-old, soletain
licity, Salpeter IMF, single stellar population (SSP) spaictem-
plate generated with the PEGASE2.0 spectral synthesis(Eanie

et al. 1997). The specific stellar model used here is not itaptr
being merely a stand-in for 'old stars’. For any populatiddeo
than about 1Gyr, the near-IR spectrum looks essentiallyséinee
(through a couple of broadband filters), the differenceadpéi the
shorter wavelengths. Since our sources are largely, with a tail
extending up to: ~ 1, this can be thought of as: all of our sources

ture strength, and therefore any reasonable PAH templatdea
used here, with the understanding that it is only an appriaxim
tion for any given galaxy. A power-lawf, v~ %, is a proxy for
the warm, small grain emission (roughty60m). This is cut-off
asexp(—0.17 x 10'* Hz/v) in order not to interfere with the far-
IR/sub-mm wavelength emission, which is described by ahér
fu oxv* P lexp(hv/kT) — 1], component. Since we typically
only have the 24.m point to constrain this component, we fix

at 3.0, which smoothly connects this to the greybody compbne
Extinction, parameterized by, is applied using theRy =3.1
Milky Way-type extinction curve of Draine (2003). This incles
the 9.7um Si absorption feature, which thus becomes noticeable in
this model at high opacities. We consider only a screen gaggme
i.e. I, = Iy exp(—1,). Fig.[d shows the above phenomenological
break-up of the SED. We solve for the best-fit model, and the as
sociated uncertainties in the parameters via Markov Chant
Carlo (MCMC). Details of the fitting procedure and error s
are given in Appendix A.

This model is complicated by the lack of spectroscopic ritistor
about 1/3 of the sample. We discuss our approach to detergnini
photometric redshifts for these sources in Appendix B.

4 FIT RESULTS

The quantitative conclusions of our model-fitting are pnéseé in
Table[2, where the errors represent marginalized 68% cortide
limits. A quality flag is also given to indicate whether or mpobb-
lems exist with the fit. Below we discuss both the general esp#
the fitted SEDs, and details of the parameters presentedialla

4.1 General trends in the SEDs

Fig. @ shows the data overlaid with the best-fit SED model for
sources ranging between~ 0 (top row) andz ~ 1 (bottom row).

As expected, there is a greater range in SED shapes thamaedou
for by the data uncertainties. However, there are natumalmngs,

for example one can easily distinguish ULIGs (e.g. N1-064; N
078) from LIGs (N1-015, N1-039) and from normal galaxieg(e.
N1-002, N1-009). The grey shading in Fij. 4 gives a senseef th
uncertainty of the SED fits. Without prior assumptions onsthape

of the SED (s.a. by using templates) as in this case, if we do no
have constraints on both sides of the thermal peak (e.g.78}-0

a wide range of SED shapes and consequently temperatumas, lu
nosities etc. are acceptable.

In Fig.[H, we address the question of what is the ‘typical’
normal/cold galaxy spectrum based on our model fits. In otler
minimize redshift bias, we construct a composite spectrromf
all sources with redshifts below 0.1, and for which;24 data
are available. To minimize luminosity effects, we also nalize
the spectra at 4,6m (which point resulted in the least amount of
scatter across the SED) and effectively is a normalizatiostel-
lar mass. This procedure is consistent with results/8® Key
Project normal galaxies, where the stellar+PAH SEDs wenado
to be fairly constant (Lu et 5l. 2003). Comparing the reswits a
number of common SED models, we find that our sample is best

include somestars that are as old as the Universe at the observed described by fairly cold spectra with low mid-IR/far-IR i@g. In

epoch.

We use the neutral PAH emission template of Lee & Draine (2003
The only modification we make is the addition of the newly disc
ered 17um feature (Smith et al. 2004). Our broadband data do not
allow us to investigate the probable variations in relai¥eH fea-
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Fig.M, we see that the LIGs (i.e. presumably starbursts) lzdse
fairly cold spectra, unlike that of the ‘prototypical’ sharst M82
(this was already noted in DO5).

Even more surprisingly, this cold trend does not appear-to re
verse for the highest luminosity sources including ULIGsnust
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Figure 4. The SED fits for our sample, where we show both the data andfibesddel together with an uncertainty band. Note that tlzstevell-defined
SED is that of N1-078, which is the only source without datdhie range 24m—170um. The sources are ordered so that redshift increases frproto
bottom. Note the characteristic increase in the dustasstmission ratio as one goes to higher redshift (and henoe lominous) sources.

be noted however that it is not clear how common are such SEDs4.2 Luminosity and SFR

for ULIGs in general as we only have two spectroscopic ULIGBS i
our sample and our far-IR selection likely biases us towatder
sources. In Figldé we show the best-fit SEDs for the two spectro
scopically confirmed: ~ 0.5—1.0 sources_(Chapman etial. 2002).
The dotted line is an Arp220 templaie (Silva €f al. 1998) atap-
propriate redshift. In both cases the sub-mm data are wel fihe
Arp220 template, but the mid-IR data differ by an order of mag
nitude. Our photometric highestsource (N1-78) shows similar
trends. Note that the PAH features in the best-fit N1-064 tspec
are not constrained by any data point and therefore a modiehoi
PAH emission is quite acceptable as well (see the spread)iflFi
Despite it being poorly constrained for the few highesteurces,
we find clear evidence for prominent PAH emission for neallly a
sources in our sample, regardless of redshift (and hencidism

ity).

The weak mid-IR continua, and strong PAH emission of our
sources suggest that they are star-formation rather thax ddn-
inated (see e.g. Sajina, Lacy, Scott 2005).

In Tablel2, we present both the total infrared power outpudiof
sources [3—1000), as well as the luminosity due to PAH emission
alone.

The overall luminosities we derive are typically a
few x 10'° L, for our lower+ targets, consistent with roughly
L* galaxies. Lpan is obtained by integrating under the PAH
component alone. We find thepan /Lir fraction to be typically
5-15%. This is consistent with the results for 15© Key Project
galaxiesi(Dale et al. 2001).

Since such well-sampled SEDs are rare, to obtain the overall
infrared luminosity, extrapolations from the mid-IR arerooon.
However, the coldness of our sources means that, if sucltessur
are the norm, prior relations might not be applicable. In Higve
compare our results on the mid-IR/total-IR relation witke\ious,
IRAS-based, results (e.g. Takeuchi et al. 2005). The solid $itled

best-fit for our sample, which is:
log L24 = (1.13 £ 0.05) x log Lir — (2.5 +0.5). @

Our rest-frame 24m fluxes are below those expected from the

© 2006 RAS, MNRASO00, THTY
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Figure 5. The shaded region represents the range of spectra, whe@we h
included all sources withy <0.1 and which have 2dm data (except N1-
009, which has an unusually strong stellar component, fosample). All
SEDs are normalized at 4.8n, which is a neutral point between pure stel-
lar and PAH emission. The shaded region should be regardedamsposite
spectrum, representative of the ‘cold’ FIRBACK sources: E@mparison
we overlay a number of templates (see legend).
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Figure 6. The best-fit SEDs for the two spectroscopically-confirmed
higher= sources. ThéRAS upper limits are also shown, although they are
not included in the fit. The dotted line shows the approplsiatedshifted
Arp220 templatel(Silva et El. 1998). Tigpitzerfluxes suggest cooler and
less luminous sources than previously assumed.
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Figure 7. The 24um luminosity vs. total infrared luminosity. Note that
within the uncertainties we find no difference between MRAS 25um
luminosity and the MIPS 24m luminosity. See Sectidn4.2 for details.

IRAS relation by~ 0.4 dex. Although we have too few sources at
the highL end to claim this conclusively, it appears that the rela-
tion drops even further for these sources. More likely, h@rehis

is just an indication of the underlying scatter in the r@aship due

to variations in the SED shape.

This discrepancy with the earlier relation is most likelyea s
lection bias. The sample used for tHeAS relation is flux-limited
to all four IRAS bands, leading to a bias toward sources with
stronger warm continuum, unlike our 17zén selection where the
bias is toward the presence of cold dust instead. We retutinigo
point in Section 5.1.

About 70% of the sample haveg(L/Ls) < 11, while the re-
maining 30% havéog(L/Ly) > 11. This can be thought of as the
break-up between fairly quiescent and more actively stanifugy
galaxies (we address the mode of star-formation of our gedar
detail in Section 5.3). The total infrared luminosity is Wahown
to trace the current SFR of a galaxy (see k.g. Kenhicutt 1:998b
Kewley et all 2002). We use the Kennicutt relation here wigch

SFR Ls—1000
Meyr—* Lo '
Note the slightly different definition of1r, which is accounted
for here (i.e. 8—100@m rather than 3—1000m). Typically our
galaxies have SFR of 5 M /yr, which is slightly enhanced with
respect to local quiescent spirals. As expected, the SERdagia
few hundredM /yr for our few ULIGs.

=(1.8x107") )

4.3 Stellar mass and dust obscuration

As part of our SED model fitting we estimate thecorrected, and
dust corrected near-IR stellar emission. The near-IR iemed for
deriving stellar mass as it is fairly robust against botheutain-
ties in the dust obscuration level (a factor~ofl0 less so than in
the optical), and to the details of the stellar populatiod &&H
(being largely sensitive to the red giant population onWjth-
out sufficient optical coverage, we cannot properly accéomthe
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possible contribution of young stars. We merely calculateun-
extincted, restframék, and convert this to stellar mass by assum
ing an appropriat&-band mass-to-light ratioyx . Despite its rel-
ative insensitivity to young stars, the near-IR massqbtliratio

does increase as the fraction of young/massive stars inalasyg & LS

increases. In addition, a degeneracy exists in that a mossivea
and dustier galaxy can appear similar to a less massive asd I
obscured one. The significance of this effect grows for smirc
without J-band data or with poor near-IR SNR, both of which are
more common for the highersources. However, since the optical
depth is a free parameter in our model, it is already accolfoten

the resulting Markov chains. The uncertainty in mass-gbtlratio
however is not included. The additional uncertainty on ttetlar
mass isidlog M. =dlog~. A mean value ofyx =0.6 was found
by|Bell & de Jongyi(2001) for their sample of spiral galaxiesjles

Gil de Paz et a1..(2000) fingx to be ~0.92 for their sample of
starburst and H galaxies| Bell & de Jond (2001) consider a wide
range of reasonable population models, findiigg vx ~ 0.2 dex
(although this is smaller if th8—K colour is known, due to the
effect of the young stars). The SFRs derived for our sourges i
the previous section suggest enhanced star-formatioritgatom-
pared with normal spirals. Therefore, the Gil de Paz et alesal
of vk =0.92 is likely more appropriate for our sample, while we
assume the Bell & de Jong uncertainty (from the unknown SFHs)
of 0.2. Adding this in quadrature to the MCMC derived errors
suggests that more realistic uncertainties here are atice the
guoted ones.

With the above set of assumptions, we find
(Mstar) ~2 x 10 M,? with the log(L/Le)<11 sources
and those withlog(L/L) > 11 differing by ~ 0.6 dex. Note,
however, that from the above discussion we expect that shatew
higher values fory are appropriate for the more luminous (higher
SFR) galaxies, and vice versa for the lower luminosity ones.
Taking this into account, the observed difference in masg bea
even largely in reality.

For most sources, we find modest levels of dust extinction
(0< 7v <5, peaking at~3) for most sources. This assumes a
screen geometry, and would increase in a uniform mixtureust d
and stars. The amount of extinction generally increases £00.3
sources, with N1-040 requiring the greatest optical deptm-
sistent with its near-IR faintness (note however that theame
likelihood and MCMC approaches disagree on the opticaltdept
of the highz sources — see Appendix A).

The values ofry we find for the bulk of the FIRBACK N1
galaxies, is consistent with the average ~ 3 found from the
H,./Hg ratio of the FIRBACK-South galaxies.(Patris eflal. Z003).
This means that, typically, the optical depths to which tbhtlof
old and young stars is subjected do not differ dramaticalhemv
integrated across the galaxy (see also Section 5.2).

4.4 Dust properties: T — 3 relation and dust mass

The single greybody approach we take (see Se€fidn 3.2) in mod
eling the dust emission of these galaxies, although in comose
and the only one possible when just a few data points are-avail
able, is clearly an approximation (see also_Dunne & IFaled 200
Blain et al.| 2003). More realistically, a distribution of stugrain
characteristics, such as optical properties and geonresyjts in

2 For comparison, typicall * values are~ 3 x 1019 M.
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Figure 8. The best fit values (black dots) far; and 3. The solid line
is thelDupac et al! (2003) relation (see Appendix C). For canspn the
greyscale points show th@fmn + 3 region for N1-024. The error bars rep-
resent the average 68% uncertainties on individual soyregs that it is
driven by the least constrained sources, while the greytpajive a better
sense of the scatter in well constrained sources). Theeoutéar 70K is

N1-078, for which no data exist between 24 and 17Q:m.

a distribution of effective temperatures affd. In addition, degen-
eracies arise in fitting this model due to the functional fand
spectral sampling (see Appendlik C for further discussion).

For our sample, values &f3 ~20—-30K and high values of
[ (=~ 2) are most representative. These are in good agreement with
the typical far-IR temperatures-(22 K) of local spiral and irreg-
ular galaxiesl(Contuisi 2001L; Stickel ef al. 2000), as welttee-
oretical expectations which place the big grain emissicom(e
nating the thermal peak of normal galaxies) of a standard #M
Ta~15-30K withg ~ 2 (Draine & LeH 1984). Our estimates are
also consistent with, but somewhat cooler than, the valuasd by
Taylor et al. (2005) for the FIRBACK galaxies in ELAIS-N2.

The cold dust mass is estimated in the usual wWdy:= Ssso *
D?[(142)xB(T, v.)]"" (e.gLFarrah et 8. 2002), wheR(T, v.)
is the Planck function for the given temperature, at the emis
sion frequency, and the dust absorption coefficienparame-
terizes the unknown grain properties. We assume the value of
k=0.07740.02m?kg !, as advocated by James et l. (2003), al-
though there are arguments for a value up to 3 times higher
(Dasyra et &l. 2005). We return to the effect of increasing Sec-
tion 5.2. We findMg4 ~ 10"—10% Mg, which is comparable with
the masses found for the SCUBA Local Universe Galaxies Sur-
vey (SLUGS) galaxies (Dunne & Faleés 2001). As expected, the
higher z, more luminous galaxies have higher dust masses, typi-
cally ~ 10° —10° M.

4.5 Size and morphology

The closest galaxies in our sample appear disk-like by Visua
spection of the IRAC images (see Fig. 1). In addition, we \doul
like to determine the typical sizes of our sample, and wiretiere

is a noticeable morphological difference as a function @faired
activity (i.e. Lir). Fortunately, all 22 sources considered here are
at least mildly resolved by IRAC (diffraction limit- 2" at 8um).

The effective radii given in TablEl 2 are theug half-light radii
converted to physical distance (note there is no noticediffier-
ence here if we used any other IRAC band). We find that, tylgical
Res ~5-10kpc, although a tail of the sample extends to larger
radii. These sizes are consistent with those of large spiral
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5 ANALYSIS

In this section, we use the results of the previous sectioatin
tempting to arrive at a consistent picture of the physicalppr-

ties of our sources. We particularly focus on three relateésg
tions. Why are all our galaxies, including the ULIGs, coldasn

expected? Can we say something about the spatial distibofi

the star-formation activity — i.e. is there indication ohtmlly con-

centrated starbursts surrounded by older stellar haloeis the

star-formation by contrast distributed throughout theagg? And

finally, is the typical FIRBACK galaxy actually starbursgin

5.1 Why cold LIGs and ULIGs?

Both our general inspection of the SEDs and the derived éunst t
peratures for our sample suggest that fairly cold specttiaweak
(compared withRAS galaxies) mid-IR emission describe our en-
tire sample, despite three orders of magnitude variatidimiomet-

ric luminosity. This can be seen directly by examining fhe Ty
relation (see_Blain et al. 2003). This relation is of parécsig-
nificance to far-IR/sub-mm selected samples, as in priadtmgan
reveal something of the nature of the sources based on oely a f
spectral points (enough, for example, for a single greyHijbe-
cause itis simply a relation between the location of thdRapeak
and its overall strength. In Fifll 9, we compare the locatibous
sample in the I, T4) plane with other infrared-selected samples,
namely the SCUBA-selected highsources/(Chapman eflal. 2005)
and the brightRAS-selected galaxie$ (Dunne & Eales 2001). We
overplot empirical relations appropriate for merging anéegcent
galaxies |(Barnard 2002). These can be understood intlyitiwe
recalling that ideallyL oc R>T*. This leads to luminosity increas-
ing with temperature if the size is kept constant, or corelgro a
more concentrated starburst being hotter than a galaxyeddame
luminosity but with more spread-out star-formation (ashirotigh-
out the full disk). With a few exceptions, our sample is cetesit
(within the uncertainties, and given the different selmtfrom that

of IRAS galaxies) with the relation for quiescent galaxies (for fur
ther discussion of the relation see Chapmanlet al.|2003)cand
sistent with our size results in Section 4.5.

The above discussion,
that our cold ULIGs might show extended star-formation
activity, rather than the usual nuclear-concentration nsee
in the late stages of major mergers_(Veilleux etal. 2002).

Such a scenario has in particular been proposed for some

SCUBA galaxies l(Kaviani, Haehnelt, & Kauffmannl__2D03;
Efstathiou & Rowan-Robinsbhn 2003). Locally, only nuclegars
bursts appear capable of reaching the requisite SFR/Igityno
However, at highz, where presumably the progenitors are less
evolved and more gas rich (i.e. with lower stability thrdslsy it

is possible that a major merger results in a disk-wide statkfor
rather many pockets throughout the disk) instead (Mlhos91.99
Alternatively, a cause of cold ULIGs might be extreme opacit
around a nuclear starburst and/or AGN.

5.2 The spatial scales of the old and young stars

In the previous section, we argue that the coldness of oucesu

including both LIGs and ULIGs, might be due to star-formatio
spread over an extended cold disk, rather than a nucledoussar

surrounded by an old stellar halo. Here we apply two independ
tests of this scenario.

Our first test is based on the assumption that the IR emission i
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Figure 9. A comparison of the luminosity-temperature relation for ou
sample ¢olid circleg with other infrared-selected galaxies includitiRAS-
bright galaxies [(Dunne & Eales _2001r¢ssey and SCUBA-selected
galaxies|(Chapman etlal. 200%)pen squares The solid and dashed lines
represent the loci for merging and quiescent galaxies otisply (Barnard
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dominated by power absorbed by the dust from young starge whi
the dust responsible for the near-IR opacity traces the teltbs
population. The two should match in a disk-wide star-foiorat
picture, while there is no reason for a correlation in a rarckar-
burst. In Section 4.4 we derived the dust mass based on HiR far
emission of our galaxies. In principle, the optical depthva®l in
Section 4.3 can also be converted to dust mass, providedithe s
face area of the optical region is known. We do this using the f
lowing equation, adapted from Lisenfeld & Ferfdra (1998)bing

78 =1.37y and assuming the geometry is an inclined disk:

taken a step further, suggests

M = (1.1 x 10°) 7y R>cosi, (3)
where: is the the inclination, such thaf s face-on and Yis
edge-on.

In Section 4.5, we presented the effective radii of our sesirc
as derived from the IRAC images. We found no difference betwe
the 4 IRAC bands and therefore it is safe to assume that thdse r
represent the spatial extent of the old stellar populatiofig.[10,
we compare this optically derived dust mass and the IR-édriv
dust masses. The two clearly correlate, as expected. Howthee
best-fit slope is 0.86 unlike the expected 1.00. The arrofisale
the directions in which either increasing disk inclinat@rincreas-
ing x push the points. Note that increasing inclination is edaiva
to decreasing the size of the region contributing the bulkhef
IR emission (i.e. towards nuclear starburst). Therefotbatigh-
mass end, the good agreement suggests that the dust (bkhind t
IR emission in particular) is distributed throughout theirendisk
rather than being concentrated in the nuclear region (seesge-
tion). Somewhat contradictory, the high valuesrof we find are
also fully consistent (but the lower values implied by thelihood
analysis are not — see Appendix A). The two can be reconcijed b
a more complex geometry.

At the low mass end we find consistently higher dust masses
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Figure 10. Optically-derived dust mass (from absorption) comparetth wi
IR-derived values (from emission). The solid line is thetdgswhile the
dashed line is the expectgd= z line (for face-on disks). The directions of
increasing disk inclination, and are shown.

than expected from the above formula and the derived optical

depths (hence the shallower slope). This may merely inelitett
the highest-SFR regions responsible for the dust emissmex
hind a foreground screen of much less obscured older stachwh
are responsible for the near-IR emission. Another inteagian, is
that our IR-based dust mass is overestimated. Adopting«thense
end ofk values in the literature (Dasyra el al. 2005}~ 0.2, will
decrease our estimates by about 0.4 dex, making the twoagetm
much more consistent. The inclination cannot reconcilentias it
only affects the points to the right of the dashed line (fanesase).
This relation should probably not be over interpreted,esimath ex-

pressions are approximations to much more complex systaths a

seeking a perfect agreement between them is thereforeligticea
Within the uncertainties, we are gratified that our two iretegent
estimates of the dust content agree as well as they do.

Given the above uncertainties, and especiallyig underesti-
mated, it is still possible that some of our sources (espgeimong

the higherL ones) are primarily powered by nuclear starbursts. We

can determine the actual sizes of the star-forming/bugstgions
in our galaxies by using the well known relation between gas s
face density and SFR surface denslity (Schimidt1959). Thégchp
universality of the star-formation efficiency has been destiated

observationally over many orders of magnitude in SFR dgnsit

(Kennicuitl 1998b). The slope of the relation S&R"™ isn=1.4
(the Kennicutt relation;_Kennicuit 1998b). However, thepele-

dence of both quantities on radius is the same (since SFRasd g

mass are derived from integrated properties, their resgestir-
face densities are simphx 1/r%), meaning that a change in the
effective radius takes the form of a translation along adihglope
n=1.0. Thus, assuming that the efficiency of star-formatsimi
deed universal, any departure from the Kennicutt relatmriccbe
attributed to a difference in effective radius.

We estimate the gas mass by assuming the Milky Way gas-to-

dust ratio of 100{(Knapp & Keir 1974), although the derivett va
ues, for external galaxies especially, show a large spréabaut
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Figure 11. The Schmidt law,Xspr =a X, , where observationally
n=1.4 [Kennicult 1998b, solid line). Our galaxies are plbtées the filled
circles. The errorbars represent their averageuhcertainties. For compar-
ison we overplot the Kennicutt spiral galaxies (open triag and starburst
galaxies (open stars) samples. The inset shows the sizibulitn for our
sample. The slope =1 arrow shows the direction of increasidmys, while

the horizontal arrow shows the direction of increasing -dagas ratio.

(o]

an order of magnitude (see €l.g. Stickel et al. 2000). Withehes-
timates, in Fig[ZIlL, we overplot our sources onto the origitmn-
nicutt sample of normal spirals, and IR-bright starburstest of
our galaxies lie on this relation (within the errors) somawdbove
the spirals, consistent with the SFRs found in Section s 3ug-
gests that the bulk of our sample is indeed forming starsutitrout
their extended disk, although slightly more actively (doertore
gas-rich disks) than in local spirals.

The good agreement between our sample and the Kennicutt rela

tion suggests that both the estimated radii and the assuiaredbsd
dust-to-gas ratio are approximately correct. The insetig [El
gives the size distribution of the sample, which is rougronsis-
tent with that of local spiral galaxies (Vertchenko & QuietO98).
An HST-based study of the size distributions of slightly highet-re

shift (z ~0.2—1) disk galaxies suggests effective radii in the same

range with the peak moving from 6 kpc to~ 4 kpc as the redshift
decreases (Ravindranath et al. 2004).

As a final test, we double check the above conclusions by

looking at the relation betweehir and7**°R? (which should
scale with luminosity, for simple geometries). As expecatedfind
a good correlation between the two. The linear fit gives:

log L = (0.9 £ 0.1) x log(T**?R?) + (1.5 + 1.3), 4)

whereL isin L, T is in K, andR is in kpc. There are no obvi-
ous outliers (the rms is 0.4), again suggesting that giverctiol
temperatures derived, the radii inferred from then8 images are
appropriate (to within a factor of 2).

5.3 Starbursts? It's about timescales

In the previous section, we found that the typical FIRBACHKags
has modest SFR, typically 5Moyr~—!, but this is somewhat en-
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Figure 12. Stellar mass vs. specific SFR. This compilation of compari-
son galaxies is frorn_Gil de Paz el &l. (2000); however we havwerted
their SFRs to the standard Kennicutt et al. relation_(Kemn|t998a) (a
difference of —0.87 dex). Shown are: normal spirapepn circle$; local
Ha-selected star-forming galaxiesrgssey dwarf/HiI galaxies ¢tars.
Our FIRBACK sample is shown as the filled circles. Note thatdon-
sistency, we have converted our IR-based SFRdehbidsed SFR using the
Kewley et al. (2002) relation. The arrow shows the directidiincreasing
Ha luminosity fromlGil de Paz et all (2000). The mass boundahpys
by the vertical line) is the observed boundary in physicapprties seen in
the SDSS data.(Kauffmann_ef al. 2003).

hanced activity compared with local quiescent spiral gaRxOur
investigations so far suggest disk-like star-formatioithwio indi-
cation of mergers, especially for the lonsample. Now we would
like to address the question of whether this enhanced staration
could reasonably be described as a ‘starburst’. There isnybes
absolute definition of a starburst, but some commonly uséd in
cators (Heckman 2005) include: a high intensity of starr@ation;

a high birthrate parameter (SKRFR)); or a low ratio of the gas
depletion timescale to the dynamical timescale. The quess —
when is ‘high’ high enough, and when is ‘low’ low enough. We
now discuss each criterion in turn.

The intensity of star-formation, was indirectly addresged
Fig.[Md. Our sources appear to fall somewhere in-betweessgui
cent spirals and nuclear starbursts (the Kennicutt et athstst
sample are all nuclear). Here the highesteurces (N1-064, and
N1-078) are apparently the only unambiguous starbursts.ré&h
gion occupied by the bulk of owentire galaxies is in fact also the
locus of thecentresof disk galaxies alone (Kennicutt 1998b). So, is
the star-formation in our galaxies fairly smoothly distriéd across
the disk or in a collection of bursting knots sprinkled thghout?
Are we diluting our results by assuming a smooth disk herap-t
pears that the intensity argument is inconclusive wheniegpb
unresolved galaxies except in the most extreme cases.

The birthrate parameter is slightly misleading, becausiésof
dependence on the epoch of observation (although this itonot
severe for our sample). A related quantity, which we examins,
is the specific SFR (see e.g. Gil de Paz &t al. 2000), whichuiseq
alent to the birthrate assuming a uniform epoch. The bestoviay
terpret this is through comparison with other samples wiposp-
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Figure 13. The ratio of gas depletion to dynamical timescales. The two
histograms are for the case where dark matter is not inclgsied line)
or when it is (dashed line). The shaded region correspondeetolassical
definition of a starburst.

erties are already known, and for this purpose we use theitamp
tion of|Gil de Paz et all (2000). However, such comparisonsiish
be carried out with some caution, since the samples aretedlec
in very different ways and their quoted SFRs are based oaréliff
ent indicators. The main distinction here is that theseratamples
are based on the strength of thexlémission line, while ours are
based on the overall IR emission. The two are comparableydiut
identical (largely due to the effects of dust extinction ae tine
strength at the higli- end and possible contribution of older stars
to the IR emission at low luminosities). Here we use the eicgdir
relation of|Kewley et &l.|(2002) to convert our IR-based SE&Rs
Ha-based ones. Lastly, we standardize the Gil de Paz et al. ®FRs
the Kennicutt relatiorl (Kenniciitt 1998a). In Aigl 12, wetgtellar
mass vs. specific SFR for our sample. For comparison we over-
plot the data for local normal spirals, strongclémitters, and H
dwarfs, taken fron)_Gil de Paz etlal. (2000). Higl 12 suggést t
overall, our sample is somewhat less massive and more dlotive
typical local spiral galaxies. However, the bulk are larged less
star-bursting than the average local ldwarf. In fact they most
strongly resemble the comparison sample of$€lected local star-
forming galaxies|(Gil de Paz etlal. 2000). This is to be expachs
the available spectra of our sources all show prominent saris
lines (D0O5). The two outliers are the two ULIGs N1-064, and N1
078 which are predictably both massive and active.

We finally turn to the ratio of the gas depletion timescale
(Taepr) to the dynamical timescale{;») of a galaxy. Unlike the
above two considerations, the starburst criterion is elehere. If
the current rate of SFR is such that, if sustained, the dleilgas
reservoir will be exhausted in a time shorter than the dynami
time, then the source is bursting. The depletion timescakim-
ply Mgas/SFR. We find that, typicallysep ~ 8x 10® yr. The dy-
namical time is defined agi,, ~ (R/GM:.)"/?. To estimate
this, we begin by neglecting the dark matter contributiord eal-
culate the dynamical time using the gas mass plus the statlas.
We then note that including any dark matter contribution ldou
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only have the effect of decreasingy, and thus any source that
appears quiescent will remain so, regardless of the extss ifvee
return to this point below). Using this approach we find tlyat t
ically 74y, ~ 1x 10% yr. Fig.[I3 shows a histogram eficp1/Tayn
using estimates both with and without dark matted ... When
the dark matter halo mass is includethe only starbursts in our
sample are N1-013, and N1-078 (with N1-064, and N1-077 being
borderline). Throughout, we assume our IRAC-based sizeghw
we argued are the effective scales of the star-formatiovigotsee
Section 5.2). The bulk of our sample, despite their beingeggly
somewhat more active than local, quiescent spirals, do pear
to be bona fide starbursts.

6 DISCUSSION

In this paper, we have presented a comprehensive study &flthe
infrared SEDs of a sample of 22 FIRBACK galaxies. Our new
multi-component model together with the MCMC fitting teajuné
have allowed us to test various previous assumptions ad&ut F
BACK galaxies, as well as the spectral templates used to imode
them and related populations.
We found that our galaxies have cool SEDs (low mid-IR/far-
IR ratios), which remains true even for the higher luminpsit
sources (LIGs and ULIGS). It is not yet clear how common such
sources are, and how much of a concern are they for galaxy
evolution models. However, th&pitzer 24, m number counts
(Panovich et al. 2004) already suggest that the existing §i€o-
tra might not be accurate in the mid-IR for the-0.5—-2.5 lumi-
nous and dusty sources thought to comprise the bulk of the T2IB
correct for this, the necessity for ‘downsizing’ the mid-itRtheir
starburst spectra was already pointed out by L agache @0ald].
One of the primary questions we wanted to answer with this
study was the nature of the brightest galaxies contributinthe
CIB. Initially from the sub-mm data (S03) and later througtical
spectroscopy follow-up (D05), it was already known that bk
of the FIRBACK galaxies are low; moderate luminosity sources,
with a small fraction ofz ~1 ULIGs . Beyond that however, lit-
tle has been known of their nature, and in particular theisses,
sizes, and modes of star-formation were poorly constraiHede
we have addressed these issues from a number of (admittedly n
always independent) perspectives and concluded that tkeobu
the sample is consistent with M * mass galaxies, which are form-
ing stars somewhat more actively than local spirals, butikeéy
not actually starbursting according to the usual definitibheir
mode of star-formation is consistent with slightly enhaheetiv-
ity in the disk, rather than the nuclear bursts associatéd ma-
jor mergers. Their cool colours also exclude any significzont-
tribution from AGN activity. A study of the ELAIS-N2 FIRBACK
galaxies by Taylor et all (2005) used a set of theoreticaptatas
for cirrus (i.e. quiescent), starburst, and AGN galaxidseyTcon-
clude that 80% of the FIRBACK sources are starbursts, wlifé 2
are cirrus galaxies. Since we find enhanced star-formabignise
more stringent starburst criteria, our conclusions aresisbent.

3 Using the relation My a0/ Mgas = 35(Mgas /107 M) 029

(Maclow & Ferrard 1998)
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Figure 14. Detectability of FIRBACK-like galaxies as a function of
redshift, compared with theSpitzer 24um survey limits for SWIRE
(Surace et al. 2004), and GOOL'S (Chary ¢t al. 2004). The ddsteecor-
responds to the SED of a typical lowFIRBACK source (N1-007), while
the solid line represents a LIG (N1-015), and the dot-dasineds a cold
ULIG (N1-064). Note that the level of PAH contribution is w@rtain in the
last case and therefore it might not be detectable by SWIRE~a2 as
suggested in this figure.

5

6.1 Implications for the faint 24 um sources

Over the past yearSpitzerhas revealed large numbers of faint
(roughly ~10-100QuJy) 24um sources. There has been much
speculation about their nature, with obvious implicatiémsvar-
ious galaxy evolution models. In FigJ14, we evolve the SEDs o
an L™ galaxy, a LIG and an ULIG from our FIRBACK sample.
We compare these with the detectability thresholds of thewaind
shallow SWIRE survey (Surace eillal. 2004) and the deepeastur
Spitzersurvey, GOODS-Northl (Chary etlal. 2004). The SWIRE
sources are expected to be predominantly towneaning that
FIRBACK:-like galaxies (at only slightly higher redshiftsjake up

a significant fraction of them. For the deeper GOODS surviy; F
BACK analogues are expected to be a large component up-tb,
while in thez ~1-2 range GOODS appears to be dominated by
11<log(L/Le) < 12 sources, such as the ULIG-tail of our sam-
ple, as discussed by Chary el al. (4004). Overall, [E1l}y. 14sstg
that understanding the faint 24n sources requires taking into ac-
count not only M82 or Arp220 type sources, but also the muss le
luminous and colder FIRBACK sources, especially in the iauc
2z < 1.5 regime. This is supported by the fact that while SCUBA-
selected sources have close to 100% detectability in the cur
rent generation of 24m surveys|(Egami et 5l. 2004; _Frayer et al.
2004;|Pope et al. 2006), most of the 2%-selected sources do
not have individual SCUBA-counterparts (stacking anaysegow
them to have individual 850m flux ~0.5mJy (Serjeant etfal.
2004, which is below the confusion limit of SCUBA.

6.2 Implications for the SCUBA galaxies

Fig.[I4 indicates that if the SCUBA galaxies are as cold as our
ULIGs (and given that their redshifts are typically in thenge
z~2-3) then relatively shallowSpitzersurveys (e.g. SWIRE)
cannot detect any but the most luminous or the most AGN-
dominated ones among them. This has implications foiSgézer
overlap with SCUBA galaxies in wide-field sub-mm surveys;tsu
as SHADES |(Martier et al. 2005), and those being planned with
SCUBAZ2. The difference between the FIRBACK far-IR and blank
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sky sub-mm sources is further highlighted in Ei§ 15. Here has
shaded regions to indicate the colours of noringlL < 11 galax-
ies, as distinct fromog L > 11 ones, indicating their rough red-
shift evolution. The influence of the PAH feature complex s i
traverses the 24m filter at z ~ 2 is evident. It appears that, de-
spite some overlap with our cold ULIG template, the bulk cf th
SCUBA sources are redder in both colours. As the@4flux pulls
them in different directions here, this rather suggeststtiared-
dening of one colour drives the overall effect. THg /Ss colour
can be reddened by redshift, optical depth, the presencésdf, A
or increased PAH strength (at- 2). Fully addressing the SEDs of
SCUBA galaxies is clearly beyond the scope of this paperfspe
et al. 2006). Here we merely show one scenario, i.e. thatased
level of obscuration can account for the SCUBA galaxiesboos.
We take our best-fit N1-064 SED+ =5), and subject it to addi-
tional extinction to a total ofy =14. This is shown as the dashed
curve in Fig[Ib. The most SCUBA galaxies now fall in-between
the original and revised N1-064 template; however, we rerttiat
we have not fully explored the parameter space, and this islyne
a consistency argument.
The three FIRBACK ULIGs we have studied here are N1-040, N1-
064 and N1-078. In Section 5.1, we concluded that these ssurc
are colder, and likely have more extended star-formatidiv-ac
ity than typically assumed for ULIGs. This is qualitativetpn-
sistent with the cirrus models of Efstathiou & Rowan-Robims
(Efstathiou & Rowan-Robinsbn 2003), which was also clairasd
a possible model for the SCUBA galaxies. A small fraction of
the SCUBA sources are indeed consistent with the SEDs oéthes
galaxies, redshifted slightly te ~1—2. Most SCUBA galaxies,
as discussed above, are consistent with the conventioaal thiat
they are highly obscured, extreme starformers (possilaéing
AGN) — the result of major mergers.

It is also worth noting that the use of the proposed g&0to
24 um flux ratio as a redshift indicator will at best be highly unre
liable, due to the 24m band traversing the PAH emission and Si
absorption features in the mid-IR, as well as because ofahger
of possible far-IR SEDs. On the whole the SCUBA galaxies appe
to exhibit a large enough range in SED shapes that applyinga s
gle model to their mid-IR photometry would be misleading.r®lo
comprehensive studies of the multi-wavelength propedidarger
samples of sub-mm selected galaxies should help us undertsta
difference between the sources comprising the sub-mm bawkd
and those responsible for the CIB.

7 CONCLUSIONS

In this paper we have combined archi@gpitzerobservations of
the ELAIS-N1 field with prior near-IR, far-IR, and sub-mm dat

order to study the ful~1—1000um SEDs of the brightest con-
tributors to the CIB at its peak. A novel MCMC fitting techn&u

_ - )
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z ,\ O O
[ b
1M 2=1.5-2.5 & s O
Oy %Dx\\ e} o
IV z=2.5-4.0 3

log(S,,/Sg)

2 3

-2 -1 0 1
10g(Sgg0/Sz)

-1

Figure 15. The evolution of two diagnostic coloursSgso/S24 and
S24/Ss. The solid circles are our FIRBACK sample, while the openles
are SCUBA-selected galaxies from the GOODS-North ficld_éR=imal.
2006), while the crosses are other SCUBA-selected samplesshallower
surveys|(Egami et Bl. 2004; Frayer etlal. 2004). The dark grgipn repre-
sentslog L < 11, while the light grey region showsg L % 11 (the bound-
aries should be regarded as fuzzy). The redshift evolutfahe SEDs is
carried out in steps of 0.5 from=0 to z=4. The SED curves used, from
top to bottom, are: N1-064, N1-029 and N1-009, and we havd them
to trace the approximate boundaries for redshift evoltaptit into 4 bands
as described in the legend. The dashed curve is N1-064 wittdditional
extinction (see Section 6.2).

empirical SED models. In particular, conclusions may wedl b
influenced by the spectral sampling. Here we emphasized how
limited spectral sampling and intrinsic model degenesacigght

be responsible for the claimed physi@al— 3 correlation.

e A number of basic parameters for our sample are derived.
The typical stellar mass of our galaxies is few0'° My to
fewx 10! My for the handful of ULIGs. Dust massses were
found to be10”-10% My, where we find general consistency
between emission and absorption derived values. TypicBs3#e
~5Mglyr. We look at combinations of the above in order to 1)
check for consistency given the many inherent assumptiamd,

2) allow for more meaningful comparisons with local optigal
selected galaxy samples.

e In the specific SFR vs. stellar mass relation, our sample
appears to have enhanced SFR with respect to local spirdls, b

and a phenomenological SED model are used to make optimal usebelow dwarf Hi galaxies. The closest match to our galaxies

of the available data. Below we highlight the principal lesof
our study:

e Contrary to expectations, we have demonstrated the exis-
tence of vigorously star-forming sources, which nevedbglhave
low mid-IR/far-IR ratios. Our sample extends over two osdef
magnitude in luminosity and includes surprisingly cold @isl
This is likely the result of our far-IR selection.

e We discuss some of the issues inherent in interpreting
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appear to be H-selected galaxies. This is consistent with the
emission-line spectra of our galaxies, where available&jD0

e All our galaxies obey the Schmidt/Kennicutt relation. They
appear to have enhanced star-formation activity with retsjoelo-
cal spirals, but less than nuclear starbursts. The moreriRaous
galaxies in our sample have higher star-formation intgnsis
expected.

e We looked at the ratio of the gas depletion timescales to
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dynamical timescales for our sample, and find that the FIRBAC
galaxies fall short of the traditional starburst definitiwhere the
gas is exhausted on timescales shorter than the dynanmual ti

e FIRBACK:-like galaxies are potentially a significant compo-
nent of shallowSpitzersurveys, whose redshift distributions peak
atz < 0.3 (e.g. FLS). Our sample does not allow us to address the
Universal role of cold ULIGs, although it appears that sulrm
blank-sky surveys might also be sensitive to similarly c(éd-
tended and/or highly obscured) sources.
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APPENDIX A: MCMC FITTING AND ERROR
ESTIMATES

Al Description of our MCMC SED-fitting method

We use a Markov Chain Monte Carlo (MCMC) (see 2.g. Gamerman
1997) approach in order to sample the posterior paramedtitui-
tions, allowing us to find the best solutions as well as th®@-ass
ciated errors on the derived parameters. Takirtg be the array

of parameter values defining a given model, antb be the ar-
ray of data values available, according to Bayes theorenhave
p(aly) xp(yla)p(a) wherep(aly) is the posterior probability dis-
tribution, p(y|a) is the likelihood of the data for the given model,
andp(a) is the prior. Normalizing this (via the global probabilitf o
the data) is usually impossible in practice, since it rezgiknowl-
edge of all possible models. Here, as is often the case, ¢esing
model is assumed and what we are interested in is the shape of t
distributionp(aly), such that the most probable values for the pa-
rameters and their errors can be derived. What we really thient

is a measure of the relative probability of a given paramedére
compared with some other value. Rearranging Bayes theavem,
have:

(© 2006 RAS, MNRASD00, THT9

p(aly) _ p(yla) p(a)
p(@ly) plyla’) p(a’)’
The ratio of priors is equal to 1 if a flat prior is assumed orgjead
to e*/% if a logarithmic prior is chosen instead. Note that eq-
n[AT can be used to adjust the results of a chain sampled with fla
priors to test the effect of other choices of priors (‘importe re-
sampling’, e.g. Lewis & Bridlé 2002). This is the approachtaike
when returning to the effect of priors in Section A.2. For néat
priors are assumed for all parameters, and therefore frasnam
the posterior and likelihood distributions are used synoowysly.

In principle, arbitrary shapes of the posterior distribatcan
be sampled using a simple Monte Carlo approach. However for
multi-dimensional problems, where the ratio of high-prabty
volume to total volume is very small, this can quickly become
computationally prohibitive. The basic idea behind MCMCtas
effectively sample this distribution by building up chaiotran-
dom guesses of parameter values, where each successigigues
chosen from some much smaller proposal distributigraround
the previous chain link. This move is accepted or rejectetrat
ing to some criterion, which both pushes the chain towarthdrig
probability regions, and allows for some random deviatiomf
the straight gradient descent-type path. We follow the Mmilis-
Hastings algorithm_(Metronolis etlal. 1953; Hastihgs 19%0gre
all parameters are varied at once, and a guess is acceptadiagc
to the criterionic;+1 = min[u, pi+1¢i+1/p:q:], where the stochas-
tic element is provided by the random numhex [0, 1]. For the
proposal distribution, we use a multivariate Gaussianctyhbe-
ing symmetric, leads tg; 11 /g; of unity. Note that the exact shape
of the proposal distribution is not important, but its effee width
strongly affects the efficiency of the MCMC (see below). We as
sume that the likelihood of a given solution is the usual eggpion

— Ymodel

given by:
. 2
log £ = const — Z (yl ) ,

where the second term is thé. The probability p) that the sys-
tem finds itself in a given state is given by the Boltzman fgcto
where the ‘energy’ is?, and thu;+1/p; is exp(—Ax?/T) (this

is called the ‘odds’ of the given solution). The temperatdrehas
effectively the same function as the width of the propossiritiu-
tion, in that it determines how easy it is for the system topguan
particular distance from its current state.

Since brute-force MCMC s a fairly slow procedure, rather
than initialize the chain at some random point we begin witms
reasonable guess at the best model. Other possibilitietdvimu
clude simulated annealing, such as used.in_Sajina et al5§260
equivalently using variable widths of the proposal disttibn, or
using any other optimization technique to find the high phalitst
regions quickly. For our purposes here, starting with ageakle
guess is deemed sulfficient since we still explore the fulloregf
physically plausible solutions.

The numerical parameters which need to be set are: the width
of the proposal distribution for each parameter (fheidth); the
temperature; and the overall length of the chain. Too lganadth,
will tend to acceptance of too many trials, while too high &uea
will give some jumps far outside the high probability regione-
sulting in low acceptance rates. Trial-and-error has shtvah an
acceptance ratio in the range 10-30% is reasonable (thigpis s
ported by empirical studies which show tha25% acceptance rate
in problems with> 2 dimensions minimizes internal correlations
in the resulting chairl (Roberts eflal. 1997)). To find the appate
g-width, we make shorter (30,000) runs, where we vary only one

(A1)

(A2)

gi
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parameter at a time. We start with a guess aigtiedths for each
and incrementally adjust them until the resulting accepamtes
are 50—80% (which is appropriate for 1-dimensional prolslefay
trial and error we have found that this leads to acceptartes i
the desired 10-30% range when all seven parameters are girie
multaneously. This approach works better for our sample fixa
ing the widths a priori, since the dynamic range for the uasio
parameters is too high. Such optimization of the proposstitii-
tions before the main run speeds up the process, while preger
the ergodicity of the MCMC algorithm (Gelfand & Sahu 1994 W
setT to 0.9, which results in pointd x2 ~ 1 away from the best
solution to be accepted with 30% probability. Note howeteat
since increasing the temperature increases the accepiatiecas
well (preserving theAx? /T ratio) and vice versa, in principle the
temperature ang-width are degenerate, and therefore the exact
value of the temperature chosen is not crucial as it will bepen-
sated for in the above width adjustment. For the overall tierad
the chain, we need to find the length which both samples thepos
rior probability distribution well and at the same time (foactical
reasons) is not much longer than what is just needed to adistmp
this. We use 600,000 iterations, since our experience stiatvshe
posterior probability around the best solution is well-pted by
this time.

This procedure still leaves us with little sensitivity tayhly
disjointed solutions of equal goodness-of-fit, althougis tb not
of concern here as such solutions will most likely convergeoo
unphyiscal values.

Since we start at a high-probability part of the parameter
space, the ‘burn-in’ period is less well defined than whertist
at a random position, and we therefore do not formaly subaac
‘burn-in’ part of the chain. However, in deriving the begtgfaram-
eters and errors below we apply a cutof? =5 from the minimum
x* solution, which isolates the region of interest and thusthas
same function as the ‘burn-in’ removal. FIgJA1 shows an gxam
of the resulting chain in various projections.

A2 Error estimates

As discussed above, the MCMC procedure samples the likadiho
surface, which is proportional to the posterior probapititstribu-
tion of interest. We use flat priors, where negative valuesrat
accepted for any parameter. In addition, upper limits aréos¢he
temperature (100 K), optical depth (30), ah@3). The latter is nec-
essary, since for many sources the SNR in the sub-mm datayis ve
low, leading to the difference in overalfs for unphysically large
values off3 to be small, and the chain can get stuck in such regions.
Sinceg is believed, both on theoretical and observational grounds
to be in the range-1-2 (see_Dupac etlal. 2003, and references
therein), we believe our 0—3 prior is reasonable. The teatper
limit is also necessary because of the above difference R.SKe
optical depth limit is only relevant for the few sources whilgher

7 and faint near-IR/IRAC detections (e.g. N1-040, N1-064)e3e
limits are imposed by returning the chain to the vicinitytsfinitial
state in order to avoid getting stuck at the edge. We come tmack
the effects of the prior below.

The chains obtained above allow for two distinct routes to ob
taining the probability distributions for each parametére first is
the easier straight marginalization of the given parameter all
the others. This is represented by:

/ )
1,177

p(aj)da; = p(ai)da;, (A3)
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Figure Al. Here we demonstrate what the resulting chain looks like afte
the procedure described. The two left-most panels show gbesnof both
uncorrelated and correlated parameters. A thinning fazft®0 has been
applied. Throughout, we plot all points witt? < (x2; + 5). The top
right panel shows a section of the chain demonstrating tbkigon of the
PAH amplitude parameter. The bottom middle and right pasketsv the
marginalized distribution for thg andTy parameters (with linear y-axes).
Note the non-Gaussian shapes.

which in practice is just counting the number of times theirtha
visits a particular bin of values for the given parameter How-
ever, since we record the? value for each chain link, we can also
directly obtain the likelihood distribution (see e@nlA2y the pa-
rameter. In practice, a simplified form of this is the meaelitkood
distribution (Lewis & Bridl&é 2002). The idea is to calculdhe av-
eragey? for each bin and then compare this with the minimyf
achieved by the chain as

p(aj) X exp[—(X? - Xr2nin)17 (A4)

wherex? is the mearx? in the ;" bin.

In Fig.[A2, we show the distributions for all parameters ob-
tained using both methods for the whole sample. Note thaesin
we have applied a? cut (see above), secondary features in the
marginalized distributions, such as blended peaks arg] &ai still
fairly likely. For example, in the case of N1-10L; ~ 25K is the
preferred solution, bufy ~ 40K is still quite likely. The uneven
error-bars indicate this. Note that in Talile 2, for simpjicive
guote the average error only, but indicate the differemreoars
in the figures. However, due to its definition, applying¢a cut
when estimating the mean likelihood tends to flatten theibist
tions. Therefore in that case, the most ‘peaked’ distrimgipos-
sible are obtained if the whole of the chains are used. Thanse
that parameters poorly constrained by fffeare clearly visible in
the likelihood curves (e.d.ran for the highestz sources N1-064,
and N1-078).

The best-fit values we use are merely the peaks of the above
distributions. To obtain the uncertainties on those we @ddirmle-
sired confidence level and, starting from the peak of theidist
tion, move to incrementally lower equal probability bins @ach
side of it until the area covered is equal to the total areagithe

© 2006 RAS, MNRASD00, THTY
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Figure A2. Here we compare the marginalized (solid curve) and mean like
lihood (dot-dash curve) derived probability distributiofor the parameters
of interest. The distributions are normalized and the pdoted to just fit
the distributions as shown. The sources here and in thenfioltp figures
are in order of increasingir . We use the marginalized distribution for our
error estimates, where the best-fit value is given by thel dimle (simply
the peak of the distribution), and the 68% confidence linrigsgiven by the
dotted lines.

desired confidence level. Thus unsymmetric errorbars afiean
tive of asymmetric probability distributions.

In Fig.[A2, we see that in general the marginalized and mean
likelihood distributions agree reasonably well with eadheo.
However, there are two instances where they disagree stiladita
One is forg3, where the likelihood tends toward unphysically high
values. The origins of this are discussed in Appendix C. @ur i
posed prior confines the marginalized distribution to meaeson-
able values. We also find significant differences betweertvioe
approaches fory . Here we are again clearly affected by our choice
of prior. Fig.[A3 shows how our uniform prior-based disttibn
transforms into the mean likelihood distribution by apation of
the Jeffreys prior (see e.g. Gregory et al. 2005). Note tiabff-
sets in the PAH luminosity and stellar mass values are algo du
to this difference. For the highestsources, N1-064 and N1-078,
the marginalized distributions result in essentially urstcained
v (no clear peak in the distributions), thus the values listed
Table 2 are fairly meaningless. For these two cases, we fiad th
mean-likelihood distribution to be more indicative, in batases a
clear, although fairly broad, peak existsrat~ 5. We discuss the
effects of this discrepancy as appropriate.

APPENDIX B: PHOTOMETRIC REDSHIFTS

MOME unifarm prier

max. likelihood _
MOMC Jeifreys prior

Figure A3. The effect of choice of prior on the, probability distribution.
Here we use the chain for N1-041.
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Figure B1. The marginalized distributions for the photometric reétssti-
mates. The best-fit value is indicated by the solid vertica.|Where spec-
troscopic redshifts are available they are indicated bydéhed vertical
line. Where spectroscopic redshifts are not available #s-fit photomet-
ric redshift is indicated in brackets below the name of thece.

Our multi-component SED model (described in Secfianh 3.2)
effectively represents a large and flexible template ljorahere-
fore, we here describe the results of fitting this model, e/kéep-
ing the redshift a free parameter. The results we preserihadall
IR SED, however, we note that the near-IR and IRAC data are the
most constraining in terms of redshift determination. Tikipar-
ticularly true forz £ 0.3 where the major PAH features leave the
IRAC 8 um band. With sufficiently good SNR, the approach also
works at somewhat higher redshifts due to theidrbstellar peak
being probed by the near-IR data (although in our case theCIRA
data is not sufficiently sensitive to do this reliablyzat 1). We use
model spectra which are generated on a logarithmic grid wvewa
length, whereA log A=0.005. This leads to a minimum redshift
resolution (\z/(1 + z)) of 0.01, which is adequate for our pur-
poses.

In order to adapt our earlier model-fitting to this problenfew

The most common approach to photometric redshift estimates modifications are needed. First, our results in Section dgt s

is template fitting. Its effectiveness is obviously strgngle-

gest that3 ~ 2 adequately described the far-IR/sub-mm emission

pendent on the templates used and the data available (see e.gof our galaxies. Therefore, here we fid=2. Next, to avoid some

Massarotti et al. 2001, for a discussion).

(© 2006 RAS, MNRASO00, THT9

clearly unphysical solutions, we restrict the code to thegea—
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0.1< log(Astar/Apan) < 0.9. This condition is fully satisfied by
all our sources when the spectroscopic redshifts are useefe
N1-040, where PAH emission is apparently completely af)sentl
moreover is required if the rest-frame sources are to agitbeowr
simulated IRAC colour-colour plot in_Sajina ef &l. (2005nstly,
due to theT'/(1 + z) degeneracy, the temperature parameter we
vary here isT'/(1 + z). This last step removes the strongest cor-
relation in the resulting chains. However, we find that theuls
are subject to additional degeneracies of redshift witleoparam-
eters, including: a negative correlation with the stellapétude; a
positive correlation with the PAH amplitude; and a negativere-
lation with optical depth. These are clearly not indepeihden
Fig.[B1 shows the marginalized distributions we obtain foote-
metric redshift fits. Note that the mean likelihood disttibns here
are poorly constrained, most likely due to the above degeies.
Overall, the agreement between our MCMC estimates and #we sp
troscopic redshifts (where available) is quite good. Thestcase

is N1-040 where the near-IR/IRAC data have very low SNR and
moreover the source is apparently devoid of PAH emissiams th
the constraint comes entirely from the far-IR/sub-mm wiigchot
very accurate, as can be seen in this case (see also (Aretixalja
2005)). We have left out N1-064, whose high redshift (0.8Iia
different regime (the PAH features have completely leftifRAC
bands) and therefore an accurate redshift cannot be obtaiitle
the above method. N1-078 is also believed to be-atl (S03) and
has an SED very reminiscent of N1-064. Therefore we will assu

it to be atz=0.91 as well, although note that the uncertainty is
~0.5.

Fig.[Bd shows that there is a bias in the model towards prefer-
ring somewhat higher redshifts compared with the speabpisc
ones. The above degeneracies result in double-peakeitbuaiigtns
(e.g. N1-001, N1-007), and in some cases the ‘wrong’ peak is
preferred (N1-004, N1-031). All of these issues suggest ttha
model, although working in general, is imperfect at thisnpoim-
provements are needed in minimizing the remaining degeie=a
which must involve including additional constraints. Twiavus
steps are the use of the relation between absorption-detive
emission-derived dust mass, as discussed in Section 32réh
quires the effective sizes of galaxies), and the use of mistalim-
ming. The latter for example effectively excludes the higheolu-
tion for N1-004, but not for N1-031. For N1-040, the distado®-
ming argument would in fact support the wrong solution, Whic
was brought about largely by the imposition of ‘typical’ rstao-
PAH ratios. Therefore, the range in galaxy SED types needig to
known better and accounted for here before these steps dan be
plemented.

After accounting for all these issues, we find that the averag
uncertainty of our estimated redshifts(i&[2/(1 + z)]) =0.06.

Thus in summary we adopt the following redshifts: N1-
013(0.46), N1-045(0.18), N1-068(0.16), N1-077(0.20)d ail-
083(0.31). Based on optical template fitting Rowan-Robirsioal.
(2005) derived the following redshifts: N1-013(0.58), N1-
045(0.09), N1-068(0.23), N1-077(0.19), and N1-083(Q.543-
suming these are correct, our results on average are uinctta
(Alz/(1 4+ 2)])=0.07, which is slightly worse than the above
guoted uncertainty as expected when comparing against giioe
tometric redshift estimates. For simplicity, we are goiaggnore
the uncertainty on the estimates and treat these redshiftseal.

APPENDIX C: THE T -3 RELATION

A common approach, especially with a limited number of far-
IR/sub-mm data points, is to fit a greybody function with ear
teristic temperature and emissivity. There are three ma@stipns
arising from the practice and interpretation of these fits:

1) what degeneracies are present in the usual formulatioth, a
therefore what are the optimal parameters to fit?

2) given that this is only an approximation to the true shaphe
SED, what effect does the spectral sampling (such as duedto re
shift) have on the results obtained?

3) how does one disentangle physical correlations fromdegen-
eracies?

For further discussion, see also Blain et al. (2003) and fthe a
ternative parameterization bf Baugh et al. (2005). In essethe
function one is fitting has the forny,, = (v/1)? x B, , where
B, is the Planck function:

R
c2 exp(hv/kT) — 1"

The parameters to determine here&ge 3, and the nuisance
parameter, (or some equivalent hormalization). We wish to dis-
entangle any correlations between the three. To begin taitan-
derstand how degeneracies arise between the various pgarame
we need to consider what it is that the code is actually fittinty-
itively, to first order this is the overall amplitude of theslemis-
sion, the position of the peak, and the slope in the Rayldafns
tail.

The first of these functional parameters is the bolometrgt du
flux, F4, which is given by

Fd :/fydlj:

whereT" is the complete gamma function, agds the Riemann
zeta functiofi. Rearranging the above and substituting fge/?
in f, removes the bulk of the degeneracies of the normalization
parameter (which is now taken to Bg).

Nevertheless, the temperature gfdare still correlated. As
stated above, the fitting process is also concerned withdbitign
of the peak in the emission. By solvialj, /dv = 0 we obtain:

P peak/kT
6= (") | i |~

This equation provides a good fit to the observed correladion
higher values of (see Fig. C1), but fails a8 approaches 1. The
reason for this is obvious — apart from the peak, we also need t
match the Rayleigh Jeans tail. The sub-mm data do not aléov
become arbitrarily shallow, although it can be compenshieth-
creasing the temperature (which pulls the Planck functierother
way). The constraint coming from the Rayleigh-Jeans tail lca
parametrized with the sub-mm spectral index,pmm Which is re-
lated tog, but in the Rayleigh-Jeans approximation the temperature
dependence falls out leaving:

B = asubmm — 210%(850/450) - 3.

Looking at our data (when the SNR at 40 was high), we find
typical values ofvsybmm ~ 5, which meang ~ 1.5 from eq-n[CH,

(C1)

2h

2P

kT

(D) v+ prca+9),

(C2)

thcak
kT

(C3)

(C4)

4 Note that¢ (4 + 8) is ~ 1 for any positive value of, so does not affect
the result much. The quantiyg'(4 + 3) is closely approximated by
0.69(1+0.69), which we use.
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Figure C1. Here we compare the relation in edz0] C5 and the observed de-

generacy between the and temperature parameters. The points are from
the fit to N1-024. The dashed lines show the relation in €ghv@gere
the location of the peak moves in increments ofu@0 from 100um to
200um (top to bottom). Note the good agreement at higbierand the de-
viation at lower-valueds's. The dotted line is the expectation of ef=nl C4
with agubmm =5 (consistent with observations). The solid lines are the
combined constraint (eqfI5) for peak locations of A60and 18Qum
respectively — the observed distribution is now reproduteath better. If
not treated carefully, this parameter correlation, whiists in the fitsfor
each sourcecan be misinterpreted as a physical correlation between th
derived (3,73) pairsfor a sample of sources

which is in fact often adopted for sub-mm sources. The joimt-c
straint on the spectral index leads to:

ﬁ _ hupeak 6hupeak/kT
o kT e}”’peak/kT —

In Fig. C1, we show how the above two constraints act together
therefore how the available data drive thand temperature values
found. For example, in data without well determined pealitjors
assuming a low value gf (say, 1—1.5) will automatically lead to
the conclusion of hotter temperatures. Conversely, inwétacool
temperatures and well determined peak, but poorly sampied s
mm data, the conclusion will always be thats high (even> 2 if
the fit is allowed to go there). Better sampling (which coulelam
better SNR or more spectral points) in the sub-mm (relatvihe
peak) would likely change that un-physical conclusion. &osely,
as the redshift is increased, our data increasingly sarhpl@eak
rather than the tail of the thermal emission, and this hasdnee
effect.

This degeneracy is empirically well known (Blain elial. Zp03
Apart from this degeneracy arising from the functional farsed,
there has also been suggestions that a physical inversiemnslap
exists as well. In particular, this was seen when the beseifit
perature angs values for different Milky Way environments were
compared by Dupac etlal. (2003). The relative homogeneituof
sample (see Fif_4.4) does not allow us to firmly support @ctej
this relationship (although the apparently warmest squMde078,
supports it). A wider range of galaxy types with well sampg&Ds
would be needed to address this firmly. However, we note #sat (

850

1:| +asubmm_2 10g (E) —6(C5)
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discussed above) as the peak of the SED shifts, the compiried
distribution moves as well. But in the Dupac et al. samplestiat-
est wavelength is 100m, thus whenever the peak is shortward of
that (corresponding te- 30K for 8~ 2), the sub-mm index be-
gins to dominates the fit, flattening the distribution. At titlker ex-
treme for example, as the peak reaches the coldest obsealetv
(corresponding to peaks at200um), we are sampling a distribu-
tion whereT ~ 15K for 8 ~ 2 (see Fig. C1). Therefore, it appears
that this correlation is easily explained as a sequence agfrps-
sively colder/hotter environments. The appar@rtT’ correlation

is merely a combination of the intrinsic correlation betw&g and

[ for individual sources and limited wavelength coverageatTie-
ing said, a physical correlation here is to be expected filosdif-
ferent optical properties of grains at different tempeamrduBut it

is unclear that the single greybody approach is capablestihte
this adequately.

This paper has been typeset fromgXmMATEX file prepared by the
author.
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