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ABSTRACT

Aims. This paper aims at providing new conservative constraimtse cosmic star-formation history from the empirical modgof
recent observations in the mid- and far-infrared.

Methods. We present a new empirical method based on a non-parametdcsion technique. It uses primarily multi-wavelength
galaxy counts in the infrared and sub-mm (15, 24, 70, 160850 and it does not require any redshift information. Thigiision can

be considered as a “blind” search of all possible evolutams shapes of the infrared luminosity function of galaxiesn which the
evolution of the SFRD and its uncertainties are derived. ddsnic infrared background (CIRB) measurements are usedtarfori

to tighten the range of solutions. The inversion relies amytwo hypotheses: (1) the luminosity function remains stmdth in
redshift and luminosity, (2) a set of infrared spectral ggatistributions (SEDs) of galaxies must be assumed, withpgeddency on
the total luminosity only.

Results. The range of star-formation histories recovered at lowhitlis well constrained and consistent with direct measwaets
from various redshift surveys: redshift distributions eeeovered without any input on the redshifts of the sourcakimg the counts.

A peak of the SFRD at ~ 2 is preferred, although higher redshifts are not excluiféel.also demonstrate that galaxy counts at
160um present an excess around 20 mJy that is not consistent auititscat other wavelengths under the hypotheses cited above
Finally, we find a good consistency between the observedigwnlof the stellar mass density and the prediction fromroadel of
star-formation history.

Conclusions. Multi-wavelength counts and CIRB (both projected obseoves) alone, interpreted with a luminosity-dependentliipr

of SEDs, contain enough information to recover the cosmidution of infrared luminosity function of galaxies, andetkefore the
evolution of the SFRD, with quantifiable errors. Moreovée tnability of the inversion to model perfectly and simakausly the
multi-wavelength infrared counts implies either (i) théstance of a sub-population of colder galaxies, (ii) a ladjspersion of dust
temperatures among local galaxies than expected, (iijishi# evolution of the infrared SED of galaxies.

Key words. Galaxies: high-redshift— Galaxies: evolution — Galaxiesmation — Infrared: galaxies — Submillimeter — Galaxies:
luminosity function

1. Introduction Recently, very deep surveys were designed to probe SF
in the distant universe. For instance, mid-infrared lightt 15
Some key questions remain concerning the formation of galaihd 24um) collected by the 1SO and Spitzer telescopes has
ies, such as when and how galaxies formed their stars over Be&n used extensively to measure the star-formation r&R)(S
last 13 Gyr. Thanks to recent ultra-deep surveys at vari@vew of both nearby and distant galaxies. The evolution of the in-
lengths, some phenomena are now quite accurately measyrggkd (IR) luminosity functions (hereafter LF), paramited
and described, at least at relatively low redshift. Foraneg, itis in shape (e.g. with Schechter functions) has been measpred u
well established that massive galaxies have experiencetioho to z = 2 with, again, a parameterization for the evolution which
their star formation (SF) activity at early epochs wheré@sSF can be both in luminosity ((* 2)*) or in density ((1+ 2)°).
activity in small galaxies keeps on average a more constgek! From these studies (Le Floc'h et lal. 2005; Babbedgelet aE;200
This so-called “downsizing” has been subject to many stidi€aputi et all 2007), several valuesaf andap have been mea-
over the last few years (Madau et al. 1996; Lilly etlal. 199&ured, in various redshift ranges, and have been used teederi
Steidel et al. 1999; Juneau et al. 2005; Le Floc’h et al. 2608) the evolution of the SFRD. Such works bring very solid basis
various signs of this downsizing are now seen. But precis& meo our understanding of galaxy evolution, but they are galher
surements of the rate of stellar formation occurring at &g limited to relatively low redshifts for two reasons. Firstey are
shift are still needed to challengéieiently the latest models of very expensive in observation time if spectroscopic reftishre
galaxy formation. In other words, additional constraintstbe used to derive the luminosities of the sources. Photomede
modeling of the evolution of the cosmic star-formation diigt shifts can also be used to complement spectroscopic résishif
should be inspired by observations. but their uncertainties are well quantified only at low rettsh
where spectroscopic redshifts are available to calibdagent
The second reason is that k-corrections ofi@4light becomes
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falls in the PAH features. The derivation of total infraredni- our choice for a SED library used in this study. Secfibn 4 con-

nosities, and therefore star-formation rates is therafooertain. tains our results: the counts inversion and the correspgriéi

In the following, we call “direct method” this approach whic LFs, together with the inferred cosmic star formation higttn

consists in deriving luminosity functions and SFRD from midSectiori b, we validate our inversion by comparing our erogilri

IR light collected in redshift surveys. modeling of counts, LFs, SFRD and stellar mass density evolu
However, these studies present some severe limitatiotien to bibliographic data (see also Appenfix B for the rdbus

First, a full multi-wavelength approach has not yet beerduseess of the inversion). Finally, we discuss the results avel g

to measure these quantities. Indeed, the studies cited above omiyr conclusions in sectidd 6. Some predictions for forthizgm

use observations in one mid-IR band to extrapolate to a i@tal Herschel observations are also given in Appeiidix C. We will

luminosity and derive a SFR from uncertain calibrationg).(e.use in the following a cosmology of:g# 70 km s* Mpc™, A=

Kennicutt/ 1998). Moreover, various depths and areas must ®&, 2m=0.3. The IMF is assumed to be Salpeter (1955) unless

explored simultaneously: one the one hand, only very deep satherwise stated (i.e. in Sectibnb.4).

veys are able to probe the lowest levels of SF in distant galax

ies, which is necessary to account for the total volumeayer

SF activity potentially dominated by numerous galaxieshwi . . .

low SFRs)./ gut theseyvery deep sur\>//eys necessagrily probe O?I)NethOd' non-parametric inversion of deep multi-

a small area in the sky. On the other hand, large (and therefor IR galaxy counts

shallow) surveys are also neec_ied to probe the_populations r?{his section, we present a new approach to infer the deolut
sources presenting a low density on the sky. It is the case é '

I . . .
very low redshift sources and it might also be the case for t LIR LFs of galaxies from multi-wavelength and multi-scale

distant populations of ULIRGHor instance. 8r\(?gggzig:sgiilaelxzr?gscr:rtr?énological modeling approach, sim
A natural way to exploit this multi-wavelength and multi- ' )
scale information altogether is to adopt a global modelipg aIIar to the works of CEQL, LDPO3 and othérsiowever, the

proach. Ideally, the models (defined as the combination 6&f arlno;jelin_g is ||jrt1)ade h?rSeEiB a gloé)laltand erxit;I? vvt?]y: as;ﬂtjjtming
brary of IR SEDs and of an evolving LF) must be able to accouma a given library of - S IS able to account for the spemira
simultaneously for all the counts observed at all IR wavgiks, gal_aX|es at any reds,h|ft (an assumption Wh'ch is tested trum
from faint to bright sources, but they must also accountlfier t limits of the method's success), we search blindly for adlpss

: d evolutions of the total IR LF which are able to reproduce
constraints brought by measurements of the CIRB, and fros L : : :
measured with the “direct method”. For instarice, Chary &a&lb he multi-wavelength IR counts and the CIRB. This method is

(2007%) (hereafter CEO1) ard Lagache ét al. (2003) (he"eaggn—paramrm, i.e. it does not depend on the parameterization
LDPO03) or Franceschini etlal. (2001) have found models whi the LF (in shape orlevolutlon). . ]

are able to reproduce most of these constraints. Howevae so  Our method exploits data from infrared surveys designed to
adjustments of the LFs or even of the SEDs by these auth8f§be high-redshift populations by using their observeldxga
were needed to reproduce the most up-to-date observafioiss. "umber counts. However, the redshifts of the sources anenot
modeling approach is powerful but it is also subject to ceeaduired, which makes this method quite versgtile

Indeed, some important choices must be made on how to param-An important advantage of this technique, which makes it
eterize the shape (e.g. a double power-law, a Schechteidanc different from all previous models for IR galaxy number counts,
or the local 15:m LF fromXu (2000) converted intojk) and the is that it provides an automatic, hence objective, way to-sam
evolution of the LFs (e.g. with factors (122 and (1+ 2)?0). ple the range of possible histories of the IR luminosity func
These parameterizations rely mainly on physical intuitamd tion. While previous studies have always presented thearite
sometimes require adding more degrees of freedom. Thigis thodel to fit the IR galaxy counts, the present work spans the
case for the two populations of sources introduced by LDPO&nge of all possible evolutions that are consistent withdh-
with their LFs evolving separately from each other. Morapveservations. This results in two major improvements. Fitse,
these models cannot claim to be the only possible represemedeled cosmic SFR history or luminosity functions per héftls
tion of the true cosmic LFs or of the true SEDs. They are gendyin, are presented with their error bars. Second, it widhalus to

ally good enough to reproduce current observations butdhey discuss the limitation of local IR SEDs to reproduce the prep
never provided with a range of uncertainties. ties of distant galaxies. Indeed, if after spanning all jnkises,

In this paper, we add new constraints to the decompo®€ still find that the fit is not complete, this will demonsgat
tion of the “Lilly-Madau” SFRD diagram using a powerful nonthat the IR SEDs must be revised, either because they pramide
parametric inversion technique which exploits blindy aiml-  incomplete description of local galaxies or because theyvev
taneously the information from the published multi-wavelengthvith redshift.

IR galaxy counts in deep and small as well as large and shallow In the two next subsections, as well as in appendix A, we
surveys. From these counts only, and without any inputiméer present the technical and mathematical aspects of our £ount
tion on redshifts, we derive theange of all possible evolutions modeling.

and shapes of the IR LF.

In Sectior.2, we present the inversion method in the genera] This approach is at variance with the classical “direct” moeis
case (see also Appendix A). We presentin Se¢fion 3 the délta §8¢ for this purpose, in which luminosities of individualisces are
derived from their measured redshifts and fluxes isirgle mid-IR

1 We adopt the following notation in this paper: band.
“Normal” galaxies have. g < 10*L, 3 Itis worth noting that we can take (optionally and when aai)
“LIRGS”: 10*L, < Lig < 10%L, the redshift information into account by using as priorslthminosity
“ULIRGS”: 10%2L, < Lig < 108L, functions measured at low redshifts from direct methodswillesshow
“HLIRGS”: Lig > 10%L, in Sectiori 4.} that this knowledge of the luminosity-reftstistribution

at low redshift £ < 2) brings actually little new to our results.
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2.1. Linear matrix modeling of the counts of Lr. This is justified by the better conditioning of the inver-

ion in this case because thek Bpans generally several orders

The deep galaxy counts can be seen as the projection on a ﬁ\‘”fnagnitudes in luminosity. For the same reason, the counts

scale of the SEDs of galaxies of various luminosities, M&SSGre treated numerically through their Euclidiaffeliential form
types, etc. distributed in redshift. Therefore, to repieicounts, dN/dS x S25 (units 0f>|/”nJ)}-5 geg’z) which varies slowly with

one needs at least a description of the number of galaxies-at i P :
. : . . ux. The evolution is measured as a function of,|¢g@ + 2).
ious redshifts per unit volume, the SEDs of these galdxad Indeed, in the following, we impose a smooth evolution in-red

a C?SEOI?QI?" a0 to describe th bers of aalaxies shift of the luminosity function and we need to define the tem-
dn' € foflowing, to els_crfl € delnur_n ers ofga axIeSIN §Paf 4 4| parameter on which this smoothing applies. We find that
and time, we use total infrared luminosity functions @F ¢ simplest redshift description which corresponds rbuth

Doing so, we simultaneously assume that the SED of a gal ; P _
seen in the IR can befeciently described by the sheer knowla-g)fegUIar time sampling is actually Il + 2). A parameter

. ) C ization with z or with log;;z would leave too much room for
gdge of (;tsdredshlft ?nd '!"dAl(;hO#gh such akl deslcgptlonf Ca?strong variations of Lr at early and late times, respectively.
e regarded as simple minded, the current knowledge ot galagy, o "o antitatively, we discretise the problem in bins fagin
SEDs in the IR is not much better than an empirical descripti

: e log;oLir=0.1 and ind log,; (1 + 2) = 0.015 which correspond
T e s e oy oo oy 0 1€ sampling whch i Good enough o produce coun' wi

ing regular flux sampling of log;, S=0.1.

For a galaxy (which IR SED is known) lying at redshit
with a IuminosityL{)R, we can easily compute a k-correction an > reqularizing the inverse problem
a distance modulus to obtain the flux denSthat one would =~ 9 9 P

measure in a given IR filter centered at the wavelengtiThis |, ractice, provided the number of bins in kFs large enough,
conversion only depends on the cosmology and on the SEDtﬁig problem is so-called “ill-posed”: there is possiblyaage
the galaxy. _ _ o number of LFs which are able to satisfy Eq. (1) perfectly,deen
A luminosity function being only the description of the numgyerfitting the noisy counts. However, many of these sohstio
ber of sources per comoving Mpes a function of redshift and gre unlikely and not physical so that we need to “regularike”
infrared luminosity L, we can then compute a matrix whichyroplem to obtain valid solutions. The first natural coristres
converts this evolving Lig into numbers of galaxies seen at varghe positivity of the LFx (there are no such things as negative
ious fluxes and through fierent IR filters. This matrix is sim- humbers of galaxies). This imposes an iterative, CPU-gagt
ply the response function of the conversion frammz) 10 (S,4)  proach to the problem, and a choice for an initial guess (see b
presented above. Again, this matrix depends only on the@bsno). Moreover, we want to avoid solutions which are not mean
ogy and on the library of SEDs. Since it includes k-corrattiongtu| given our noisy finite set of counts, such as LFs whieh a
distance #fects (dimming as a function of the square of the luminaotically varying as a function ofik or redshift. Therefore,
nosity distance) and redshifffects (flux density stretching and,e penalize the inversion with an extra term, added to the for

dimming), we call it the “k-d” matrix in the fOHOW',”@- ) mal 2, which enforces the smoothness of thgd_Both in Lir
After d|scret|sat|on,_ and using a matrix notation, the isee gnd'inz (see Appendix A and_Ocvirk et/dl. 2006b, for the de-
problem can be formalized as tails of the formalism). With these constraints, the solusi, X,
(which depend on the choice of the initial guess requiredtfer
Y(4,8) = M(4, S,z Lir) - X(z Lir), (1) nonlinear optimization), are reasonable and can serveal#da s

. . - basis for future works. We can also optionally impose extern
whereY is the matrix containing the number counts at fluxeg,nsiraints as supplementary priors, namely the low-fiédsh
S in bandsi, M is the above-mentioned #d” transformation

matrix, andX is the LRr which is a function oz and Lir only minosity fur]cnons obtained from .dlr.ect mthods. .
(see Appendix A for detalils). To qbtfaun _the range of all realistic solut_|ons for the non lin
Therefore, our problem involves inverting this linear equar optimisation problem, we explore a wide range of random
tion to find the evolving LFs (i.e. redshift dependent numbépitial guesses, in a Monte-Carlo approach with at leastreg0
counts per unit volume)X, from the known values of (the alizations. The range of LFs spanned by the initial guesses i
wavelength dependent observed number counts per unit ar83ych wider than the range of the final kRX) obtained after
Because the matrixM, is not square, and because the nunfohvergence, which brings confidence in the exhaustivityuof
ber counts are noisy and must be positive, the solution is Reudy.
quite as simple as using the pseudo invedex MED .Y, Finally, some of the solutions do not match the constraints
and requires computing a regularized solution as discussed brought by CIRB measurements. We filter out these invalid so-
low and detailed in Appendix A. The reader may also refer tutions, a posteriori, leaving us only with the most reaisimi-
e.g.Pichon et al.|(2002) ar Ocvirk et’al. (2006b). Note that thgosity functions.
uncertainties on the observed coulttare taken into account
through an additional error matri% which makes it possible to
compute a.(z between the mode{ and the dat’ and to derive We could also have used a more classical approach to characte
uncertainties on the recovered LF. , o ize the uncertainties in the recovered LFs by computing thetgpior
In this formalism, we choose to describe the luminosity fungariance covariance of the parameters away from the itteraon lin-

tion in a logarithmic scale, taking everywhere Jgigr instead ear solution, and compared it to the corresponding initirghence
constructing the so called information matrix). These utaieties nat-

# In this subsection presenting the formalism in the geneasécan urally arise from the uncertainties on the observed coumtsugh the
evolution of the SEDs is considered as possible. error matrixW. Instead, we favored here Monte-Carlo simulations be-

5 If the SEDs vary not only with |z but also withz, we include for- cause they yield similar — if not more robust (since we spagea of
mally the evolution in the “k-correction” term. possible non linear solutions) — constraints on the reeal/eF.
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Fig. 1. Observed 1A6um, 24um, 70um, 160um and 85@:m counts of galaxies from various surveys. The shaded apea re
resenting lo- uncertainty area are determined semi-automatically froendata points, and are used as an input for the in-
versions. Instrumenfelds: 1ISO LW3various fields [(Elbaz et al. 1999), ISO LWR AIS-S (Gruppioni et al. 2002), #8rzer
IRS/GOODS (Teplitz et al. 2006),rG5zer MIPS24GOODS (Chary et al. 2004),p6zer MIPS24various fields|(Papovich etlal.
2004), $rrzer MIPS24GOODS (Le Floc'h et al. 2005),p8zer MIPS7QFLS (Frayer et al. 2006a) pSzer MIPS7QGOODS-N
(Frayer et al. 2006b), ISO ISOPHOTYFIRBACK (Dole et all 2001), Srzer MIPS16QM arano+CDFS (Dole et al. 2004), JCMT
SCUBA/SXDF+LH (Coppin et al. 2006).

3. Data and SEDs used in this work to less than 0.1 mJy) to bring a good confidence to the stack-
ing results. We group the 15 and A counts as well as the
3.1. Input multi-wavelength counts 16Q'170um counts, thus neglecting the smalifdrences to the

counts (a few percent) that are caused by the slightledint
The multi-wavelength counts that we invert in this work ark-corrections.
presented in Figurlel 1. They summarize bibliographic olesbrv ] )
ga|axy counts at 15, 24, 70, 160 and m This Comp"ation is In the fOIIOWIﬂg, we use black lines for the Ob-Served .
not exhaustive: we retained the most significant surveysdoh countsY, and shaded areas (the envelope that we define semi-
IR band, mixing wide and shallow ones to avoid as much &tomatically from the data) asAarea defining the error matrix
possible cosmic variancefects, and deep ones for faint sourc&\!. Our inversion is applied to this compilation.
detections. The data shown in Figlile 1 are actual obsengtio
except for the 70 and 1606n points from H. Dole (private com-
munication, and also Dole etlal. 2006) which are obtainechfro
stacking 24/msources in several flux bins and using a MIR-
FIR observed correlation. Although these points are nattstr 7 The shaded areas are defined by smoothed envelopes of the data
measurements, the MID-FIR relationship is thigh enouglvdo points after excluding the strongest outliers, partidylat 15um.
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3.2. Library of SEDs

The IR SEDs that we use in this study are taken from the empir- 115 12.0 125 ™ 5 1as 14.0 14.5

ical library of CEO1, which defines a bijection betwegn and 401 R Z
the IR SED from 3 to 100Qum. Although this library is based
on correlation observed in local galaxies, we suppose ifiakhe i
lowing that the SEDs of galaxies with a givergldo not change 351
with redshift. It does not necessarily mean that SEDs of-indi
vidual galaxies do not evolve, but that they must evolve glon
the local SED-Ig correlation. It is worth noting that when a de-
scription of the evolving IR SEDs of galaxies becomes atigla
(e.g.with Herschel), the technique that we use can be applied t
these evolving SED libraries.

Moreover, we ‘clip’ this library for the highest IR lumingsi
ties, using the |[g=10'%? L, SED shape for galaxies more lu-
minous than this value. This makes the SEDs colder than ir®
CEO1 for ULIRGs and makes it compatible with most of the
known data, from low-redshift low-luminosities to highdshift 2.0
luminous galaxies (see CEOQ1, (see CEQ1, Papovichlet al)2007
Fig.[d presents the relation betweeni24 and total IR lumi-
nosities which is predicted by the “clipped” CEO1 library to Y A N N B B EE N
gether with observations from (Papovich €t al. 2007) in #mge 1.5 2.0 2.5 3.0 35 4.0
z = 1.5— 2.5. This clipping can be justified by the fact that the LOG SFR(24-CEO1)

SEDs of high luminosity galaxies (ULIRGS) like those seen at

high redshift are poorly known in the local universe: thaist Fig 2 24,m vs total IR luminosities (or the SFR equivalent of
temperature will only be measured with Herschel. Theretbee  these Juminosities assuming a Salpeter IMF). The shaded gre
CEO1 SEDs are extrapolated in this luminosity range. We&hogrea represents the observation$ of PapovicH €t al, |(2a97) F
to clip the IR dust temperatures of the CEQ1 library to thdse 1, considering that most of this intense SF is probed byRhe |
the luminosity range really observed in the local univeragier jight, neglecting the UV contribution. The solid red linesre-
than extrapolating them. spond to the “clipped” CEOL1 library for a set of virtual gaikesc

at various redshifts from=zL.5 to 2.5, and fluxes fainter than

1 mJy, for which the Papovich 07 observations are valid. Aepur
CEOL1 library would have followed the one-to-one slope.

—114.0

i 13.5
3.0

SFR(24-CBPPED CEO)
|
o
o
Ls (24-CLIPPED CEO1

|
N
o

4. Results

In this section, we present the counts, luminosity functiand

star-formation history that are modeled from the counteilinv

sion, as well as thefgect of using or not using low-z luminos-

ity functions as priors. We will compare these results arairth to fit perfectly the 1%m counts, the 7@m counts are slightly
redshift decompositions to measurements obtained froecdirover-produced and more strikingly, the 16@ counts are under-
methods and bibliographic data only in Secfion 5. produced around 20 mJy.

Animportant strength of this model is to provide an objestiv
and statistically significant way to test a given libraryerfiplate
SED. Indeed, the discrepancy between the model and observed
This inversion model has been designed to reproduce imfra®unts cannot arise from the LF itself since it was allowed to
galaxy counts and to derive as a result a range of possilak tatary both with luminosity and redshift with a large degree of
IR LF as a function of redshift, that can be converted aftedswa freedom (see also Ocvirk etlal. 2006a, for a discussion on the
into a range of cosmic star-formation histories. The suiwoés corresponding biases in a slightlyfidirent context). Hence it
the model can be visually tested by comparing the range of preust arise from the library of template SEDs that is used as an
dicted galaxy counts with the observed number counts and thieput to fit the number counts (through the+#" matrix M).
dispersion (see Fig.3). The CEOL1 library of template SEDs that is used here reflects

At first glance, one can see that the observed counts are wiie median trend of local galaxies and was found to be statist
fitted over the whole IR range, from 15 to 8. In particu- cally consistent with the radio-infrared correlation upzte1.3
lar, the bumps at 15 and 24n are reproduced simultaneously(Elbaz et all 1999; Appleton etlal. 2004), with the mid-imée
The 85Qum differential counts are well-fitted too: negative kobservations of galaxies up @ ~1 with moderate variations
corrections make it possible to see a high-redshift pojmraif  (Marcillac et al. 2006) and with massive galaxies selectéd w
galaxies, namely ULIRGS and HLIRGS > 10*'L,) atz> 2, the BzK techniquel (Daddi et'al. 2007b). The origin of the dis-
which are not seen at other wavelengths except in faipin24 crepancy can therefore come from three possible origine. Th
counts. first two possibilities compatible with no evolution of the-i

Interestingly, one can see from 1.3 that while the onlfyared SED of galaxies are: (i) a bias towards cold galaxiestd
strong constraint that is imposed on the model is to keeptlae shallow depth at 16dn within the dispersion already exist-
smooth dependence of the LF with redshift and luminosity, thng atz ~0, (ii) the existence of a sub-population of cold galax-
model is unable to perfectly fit the observed number couries, already present locally but not yet identified due tatéioh
and their dispersion at all flux densities and wavelengtles evconstraints on both sides of the peak emission in the faatiatt.
though the whole range of possible LF and associated rédshifthird possibility would be that the infrared SED of galasie
evolution has been spanned blindly. Some solutions tend moblve as a function of redshift (see e.g. Chapmaniet al.)2002

4.1. Counts inversion
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Fig. 3. Mid- and Far-IR counts obtained from the non-parametrieision of the observed counts. The data counts which are the
basis of the inversion are represented by the shaded bles £6itted values- 1 o, corresponding to the zones of Fig. 1). The
best fit to the counts is shown by the solid red lines togethittr the range of allowed solutions (red dashed areas). Theak
grey zones delimit the flux ranges where some counts arewkekll the counts modeled here satisfy the CIRB constsaifihe
oblique dashed line corresponds to a statistical limit oh@ square degree survey (less than 2 sources per decaddin flux

It is not possible to disentangle between the three possibil We will present in Sectiof 5.2 a comparison of these so-
ties based on the present dataset. However, a forthcomreg pdutions to the Lkrs obtained from direct measurements at low
will study this issue in detail using a stacking analysis&dm redshift.

(Magnelli et al., in preparation). It must be noted thoughtth  But before doing so, we note that a fraction of the solutions
the method described here is versatile enough to allow &s upresents a knee in the LF, particularly aBG< z < 1 around

to test any library of template SED against existing comstsa 10'° — 10*'L,, which is responsible for the bump seen in the
from galaxy counts and the infrared background. It will #fere number counts at 24 and Ak at the corresponding flux densi-
be straightforward to check whether any change or evoluifonties. However, not all solutions of the inversion technigresent
the SEDs can reproduce the number counts at all wavelengtbsh a strong knee, which might be seen as an artifact.

and flux densities. We refrained from making such adjustment

to the counts at this stage since any of the previously meato 4.3. Evolution of the star-formation activity

alternatives is equally possible.
The SFRD can now be estimated from the LFs which were ob-

tained from the counts inversion. The total infrared LFsiare-

4.2. Solutions: Range of evolving luminosity functions grated on the whole range of luminosities down td IL9. The
resulting total infrared luminosity density is then corteerinto

Looking now at the main output of the model, i.e. the evolutioa star-formation rate density using formlla 2 (Kennicu&)9
of the total IR luminosity function with redshift, we noteath
large parts of the LF are very-well constrained by the inoers SFR [M, yr ] = 1.72x 10 L g [Lo] (2)

(see Fidg.W). In particular, the number density of galaxiéh w
105 < log;oLir < 115 atz < 0.5 is tightly constrained, as  Therefore, the regions shown in Figlile fbeetively repre-

well as the numbers of galaxies with higher luminositieaggér sent the range dll possible star-formation histories which are
redshift. compatible with the multit counts and the CIRB. The SFRD
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Fig. 4. All possible solutions for the evolving LFs which reprodimesst all the IR counts of Fi§] 3 and the CIRB constraints. As in
Fig.[3, the thick red line and the dashed red areas repréeebest-fitting solution and the range of allowed solutioespectively.

By construction, no conclusion on the LF can be made in thécatigrey-shaded areas where a divergence is expecteddseca
these objects are not seen in the counts due to flux limitséoulR surveys. At the top of each panel, the ranges@plobed

by IR counts are shown as horizontal lines, from 15 to @80 bottom to top). Diamonds, triangles and star symbolssspond to
0.1, 0.3 and 3 mJy fluxes respectively. Bottom right panelgesof CIRB corresponding to the inverted LFs. Data poimtg(ey)
are taken from the compilation by Dole et al. (2006).

history obtained from the Lk which produces the best fit to thecurrent deep surveys). &t> 0.8, LIRGS dominate the SFRD,
counts is also shown for each luminosity class of galaxies. whereas the contribution of ULIRGS peaksat 2 or further.

This inversion shows that, indeed, an IR downsizing is at
work: “normal” galaxies dominate the SFRD at low redshift (a
though the contribution of ULIRGS and HLIRGS are poorly
constrained in the love-range because they would correspond These results will be compared in details to measurements
to bright and very rare sources, not easily seen in the cafntsfrom direct methods and bibliographic data in Secfiion 5.3.
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galaxies-blue; LIRGS=green; ULIRGSorange; HLIRGSred).

4.4. Using the low-redshift luminosity function as a prior

Although the spirit of this work is to find all possible soluris 1o g =
matching both the available IR counts and the CIRB condBain i = ==
which are both model-independent observations, itis atssip 7 i == =
ble to use an additional prior for the inversion. 2 0.100F ”

As mentioned in the introduction, The it LFs can be - i b
measured directly up ta ~ 1 with the “direct” method from < /// %//////
24um galaxy samples with known or estimated redshifts (e.g. © //

’ 12005). Alternatively, the/8n LF can be mea- ~ 0.010

sured ifz ~ 2 galaxies are targeted (Caputi et'al. 2007). In both &
cases, these mid-IR LFs can be temptatively convertedatab t ¢ Ky /’\\«\<\( \ )
IR LFs, again using libraries of SEDs for the extrapolation. f\j\f\\\\;\}\ A\

Although subject to many caveats, such direct measurements 0.001 AOUNITANN ‘ :
of the LF belowz = 2 can be used as a prior to guide the 0 1 2 3 4 5
inversion, and at least constrain the solutions at lowhids Redshift

Technically, this supplementary prior involves penaligagain

) | X .
the formaly* by adding an extra term which measures the digjg 6 Same as Fig5 top panel, but this time the low-redshift
tance between the observed LF and the solution (this corge- i o ; i

. . . . {Z< 2) LF is used as a prior in the inversion.

sponds tq: # 0 in Appendix{A). The LFs which are tooftierent
from the known low-redshift LF are therefore strongly penal
ized, and excludede facto.

We present in Fig 16 thefiect of using the prior on low- changed much, but we note that some uncertainties in the 8IRG
redshift LF (measured with the “direct” method from@2# data and ULIRGS contributions are slightly tightened. It is jpart
atz < 2, see also Sectidn 5.2) on the derived cosmic SFRDIarly the case at ~ 2.5 where the ULIRGS stand out from
When compared to Fid] 5, one can see that the trends are thet lower-luminosity galaxies and dominate clearly the BFR
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We also note that the SFRD evolution in the case with priofez/(1 + 2) ~ 0.04 to 0.1 depending on the redshift of the
presents large “waves” in the evolution which might be adii¢ sources. We then use the Vmax formalism to correct from in-
due to the additional low-redshift constraints imposednay€. completeness at the lower flux limit. The galaxies showiggsi
The model has, in this case, less freedom for a smooth ewolutof AGNSs (identified from X-rays or optical emission lineskre
of the star-formation history, which is therefore penalize excluded from the sample of 24n sources. Doing so enables
However, one can be surprised that adding this low-redshif$ to use SEDs of galaxies to compute k-corrections fiedta
information as an additional input does not significanttgadihe only slightly our results, mainly at the very high-lumintysend
trends in the derived evolution and decomposition of the BFRof the luminosity function at moderate & 1) or high ¢ > 2)
We interpret this as follows: the leverage that we have accegdshifts.
to by inverting galaxy counts on a very wide wavelength-basi  Figure[T presents the comparison of the redshift decompo-
(from 15 to 85Qum) is large enough to provide a realistic desition of the counts obtained from direct and inverse meshod
scription of the redshift distribution of the sources onaistical At 24 um, our best solution for the recovered IR LF indeed pro-
basis. This is likely only possible because the IR SEDs abgal duces a redshift decomposition of the counts which is compat
ies that we use in our modeling is probably close enough to titge with the observed ones. The match ofyh® counts as a
real SEDs of galaxies, on average (again, in the statisi@ade) function of redshifts is poorer because CE0Q1 templateserepr
at any redshift lower thaz ~ 3. At least, the averagefiiér- sent less well the fluxes at this wavelength fof & z < 1
ences between real and model SEDs seem small enough, at fjsséxies (e.d. Marcillac et al. 2006). As for thegt@ counts, the
order, to avoid a complete blurring of the de-projection atin  observed decomposition is not complete at faint fluxes, negaki
wavelength galaxy counts onto the luminosity function gpacthe comparison hazardous.
Therefore, various populations of galaxies dfatent redshifts ;s worth noting, despite the small disagreements between
are seen at various wavelengths, which reduces consiglerebl e modeled and the observed counts decompositions (waith ¢
generacies and enables us to recover the history of IR @alaxiciyally be due both to the model or to incompleteness inlthe o
as a whole. _ _ _ _ servations), that the overall redshift decomposition efrtrodel
_ Since the philosophy of this paper is to remain as consengsems in fairly good agreement with results from a direchmet
tive as possible, we choose not to use the low-redshift LF-meghich uses the redshift of the sources as a primary infoonéati
sured from direct methods as a prior in the following. Indeederive their Ls. Moreover, the bump of the 24n counts is con-

doing so would only slightly change our results, and itwanld  fiymed to be due to a large majority of LIRGs ab@& z < 1.5.
troduce a source of potential additional errors propagdtiom

the errors intrinsic to direct methods (k-corrections ia thid-
infrared or redshifts). 5.2. Comparison to direct measurements of the infrared
luminosity functions

5. Validation: comparison with direct We now compare the range of luminosity functionsd.Bb-
measurements at low redshift talne_d from our inversion to some measurements of thg LF
obtained from the direct method.
After presenting the global outputs of the model in the previ As noted before, several studies (Le Floc’h étlal. 2005;
ous section, we detail here the redshift decompositionefrith |Babbedge et al. 2006; Caputi etlal. 2007) have measured the 15
version results and we compare them to measurements abtaigesm luminosity functions, which can be converted to4 F

from direct (redshift-based) methods. This comparisoraitiQ-  a library of SEDs is assumed. We show in Fig.8 the results from
ularly challenging since no redshift information was useda (Le Floc'h et all 2005) for reference.

inputin the inversion. We also provide our own direct measurements of the evolv-
ing LFR that we derive from 24m galaxies seen in the GOODS
5.1. Redshift decomposition of the mid-IR counts fields (North+South). We choose to do these direct measure-

ments again for two reasons. First, for consistency with our

To validate our inversion results, we compare the redsleift dinversion, we use the same library of templates for the k-
composition of the IR counts to observations from a direcbrrections (used for MIR to total LIR conversifingecondly,
method. our data at 24m reaches a depth of 2dy instead of 8@Jy in

To do so, we compare our results to data from the GOODOMBevious works, extending the LF to the faint-end. The catg!
survey (P.1. Dickinson for GOODS-Spitzer, P.I. M.Giavatidor ness at this depth is 85% (Chary 2007). Not surprisinglydaur
GOODS-HST) originally presented in_Giavalisco et al. (2004rect measurements of the lkHrom 24um fluxes are compatible
This survey consists in two fields which have been subject wath previous studies that used the same method. In paaticul
several studies at various wavelengths in the past few yeare find the same valuesias Le Floc’h et al. (2005) who explored
Here, we investigate the redshift decomposition of the tourthez < 1 domain. However, we reach higher redshift galaxies
at 16, 24 and 70m using the optical counterparts of thes¢hanks to the depth of our sample. However, k-correctioms ar
sources in GOODS and making use of the spectroscopic amty uncertain for these highsources (24m corresponds to
photometric redshifts. The sample that we use covers a tdisds than &m atz > 2, a range where the library of SEDs is not
area of 0.07 square degree on the sky. Although this areavadidated). Therefore, we use these high-redshift measemées
quite small and cosmic variance miglfext our study, we find with caution, as mentioned earlier in Section 4.4.
that the luminosity functions measured from the direct rodth
are similar in both GOODS fields, making them compatibles Note that Le Floc’h et all (2005) errors bars are rather laggmuse

within 2¢-. The spectroscopic completeness is high (60% @dey reflect partly the uncertainties in the SEDs of galaxdsschecked
Sz4m = 30udy for z < 1.5 sources) and we complementhat using another library of SEDs (e.g. the LDP library)darces dif-
them with photometric redshifts computed with the code Zerences in our LFs comparable to the error bars of Le FlocAile
Peg ((Le Borgne & Rocca-Volmerange 2002) with a precisiqa005).
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Fig.7. Top and bottom leftCounts at 16, 24 and 76n modeled (solid lines) from the inversion on the one hand, @rserved
(dotted lines) in GOODS fields on the other hand. The coumtslacomposed in redshift bins (bke< 0.5, greer-0.5 < z < 1.5,
orange-15 < z < 2.5, red=z > 2.5). Bottom right CIRB decomposed in redshift (same color-coding). Theqigidashed line
corresponds to the limit in statistics due to the smallnéssf@ld like GOODS North South or 0.07 square degrees: less than 2
galaxies per flux bin of widtld logF=0.1 dex are expected below this limit.

It is striking in Figl8 that the LF obtained from the direc6.3.1. Total SFRD

method is consistent with the best-fitting LF derived frora t . . _ o .
counts inversion (dashed line in Fiy.8) in the common rahge thThe comparison of the total SFRD derived with this inversion

o ; ; hnigue matches well the compilation of direct measurgsme
they probe. This is remarkable because no information on 3’?@ .
redshift of the sources was used in the inversion. This medH¥™ Hopkins & Beacom (2006) (F.9).

that all the constraints that one can get from these direeme__Moreover, we also show in Fid.9 the SFRD that we de-
surements are not really needed for the inversion: although "€ from 24um data in the GOODS fields (triangles). We must
do not use the redshift of the sources, we recover the obderyd €SS here that these measurements, obtained with treet'dir
redshift distributions which are here expressed equivglém Method, are independent from the SFRD inferred by the counts
terms of evolving luminosity functions. The interpretatis the inversiofil. We only present them here for comparison to the in-

same as for the redshift decomposition of the counts, whieh ¥€rsion results in this subsection. The total infrared hwsi-
a different views of the same phrt)enomenon. ties measured for individual 24n sources in the GOODS fields

were summed up in redshift bins and converted to SFRDs. Like
The meaningfulness of the agreement between the obsersederal authors before Flores et al. (e.g. 1999); Le Flocdi e
and the recovered LFs is strengthened by the fact that thiat b(e.g.2005); Pérez-Gonzalez et al. (e.9. 2008), we coane bx-
Lir luminosity functions are measured or estimated using thi@polated the measured luminosity functions in the faimd-to
same library of SEDs, thus using the same k-correction ima c@btain total SFRD. But this is somewhat dangerous and depend
sistent way. Using another library of SEDs for both method#rongly on the parameterization of the LF fits. So we choose n
would produce the same kind of agreement, although the pteextrapolate the luminosity functions at faint fluxes ttreate
cise shape of the LFs would be slightlyffdrent from what we the SFRD. Instead, we use only the sources brighter thanwur fl
obtain here with the “clipped” CEO1 library. limit at 24um (24uJy) to estimate lower-limits for the SFRD at
every redshift. Therefore, all the points in this figure dddee
considered as lower limits.
Our inversion technique, on the other hand, makes it passibl

5.3. Cosmic star-formation history vs literature . - . i .
y to partially avoid such caveats: first, unlike direct methadore

In this section, we compare the SFRD history that we derived The datasets are independent, indeed. But strictly spgaltifs
from the multi-1 counts inversion to “direct” measurements actually not the case for the SFRD measurements becausbrteels
low redshift. of SEDs used for k-corrections are the same in both methods.
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Fig.8. Total IR luminosity functions derived independently frohetcounts inversion and from direct measurements. “Clipped
CEO1 templates are used for the @ fluxes to Lg conversion (filled black dots). The measurements from Le’Rlet al. (2005)
are also shown for reference. The model curves shown ara giwvhe mean redshift of each bin.

than one band is used to estimate the total IR LF, and secondlgt extrapolating the measured LFs at faint luminositiessti-
the extrapolation of the LF in the faint-end is achieved m#tt mate the SFRD.

ically via the only constraint of having a smooth variation i
Lir andz Therefore, the area of uncertainties we propose h L .

are likely more robust than previous estimates becausetﬂneng%'z' Luminosity decomposition of the SFRD

more data and are less _depende_nt of parameterization for bIDibure[IG) now presents a detailed comparison of the histbry o
the shape of the LF and its evolution. star-formation rate density (SFRD) inferred from our irsien

The SFRD obtained from the counts inversion and our mead decomposed in luminosity classes, to what can be indepen
surements with the “direct” method in GOODS are in rathetently obtained from the “direct” method with 24n sources in
good agreement, which tends to give credit to the inversicdBOODS.
One might note, however, that the data points are systeatigtic ~ Let us first consider the reliability of the direct measuratse
lower than the inversion results, which illustrates theick@f used for comparison (triangles in FHigl 10). Because we choke
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Fig.9. Total SFRD regions compared to the compilation of direct sneements from Hopkins & Beacom (2006) (empty circles
and error bars only faz > 1.5 for clarity purposes). The outer light-grey regions csp@nds to all possible LFs fitting the counts.
The inner darker region includes 68% of these models. Thieetbline corresponds to the LF producing the best-fit to thiiiu
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to extrapolate the LFs at low luminosity, several pointshiis t sults provides interesting clues on what is really seen inect
figure must be considered as lower limits. Itis not the cage-h deep surveys. One can easily notice that most data points (“d
ever, for thez < 1.2 points for LIRGS and the & z < 2.5 points rect” measurements) are on the lower limit of the area altbwe
for ULIRGS. Overall, we are limited at very low redshift byby the inversion. This means that the 24 limited sample of
small statistics and at high redshift by flux limits. Moregwbe 24um galaxies probe almost all the cosmic star-formation den-
contribution of HLIRGS should be taken with caution. Indgedity. However, the same remark also opens up the possithility

by inspecting these luminous high-redshift sources, weecm up to 50% of the SFRD is not yet resolved in sources down to
the conclusion that a large fraction of the photometric héit)s  our flux limit, especially for low-luminosity galaxies at- 0.5.
computed for these IR-bright sources had a poor precisial:|

ing to catastrophic failures for almost half of the HLIRG smes

atz > 1.5. This poor performance of the photometric redshiﬂi%W
is not too surprising for this class of galaxies at such higghr
shifts since the templates used in the fitting procedure hav
relatively low level of dust, compatible with most galaxsesen

in the current optical and NIR surveys. These direct measuﬁegain, we must stress that many uncertainties lie in thera@se

ments presents a nice picture of the “IR downsizing™: thewios .= "</ ase distant sources (bhotometric redshiftsdivalof
SFRD was dominated by brighter and brighter galaxies inkhe he SEDs, contribution of AGN(sr,) etc.). Therefore, we r'?ast-co

as we go back in time. Our results confirms the IR view of the, 4o that this population cannot be too numerous to refr@du
cosmic star-formation history which was explored in presgio the deep IR counts, including the 85 ones, i the "clipped”

works up toz = 2|Caputi et al. (e.g. 2007). &= 2, we confirm : :
it UL [RGS seer o dominate e budgetof e star ormatffoor 10 2% V5o 3 any redshit We checked tatalowing
activity. ] ) ] _ observed number, over-produces the g80counts. This means
A number of interesting remarks arise from the comparis@Rat either these objects do not exist (and indeed, as we men-
of the "inverted” SFRD to the “direct” measurements. tioned before, about half of these HLIRGS have a wrong photo-
First, it is comforting to see that both methods give consigietric redshift, hence a wrong luminosity), or the SEDsiese
tent views of the IR downsizing. In both cases, low luminpsitobjects are strongly fferent from the templates in the SED li-
galaxies dominate the SFRD ak 0.5 and ULIRGS are domi- brary that we use. Of course, both reasons may be at work si-
nant atz > 2. However, a more detailed comparison of both renultaneously.

Another interesting point is that the inversion does not al-
the population of HLIRGS to contribute much to the CIRB
at any redshift. This is somewhat in contradiction with the di-
ect measurements for the same objects which tend to irdicat
an increasing contribution of these extreme sources-a2. But
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Fig. 10. History of the star-formation rate density decomposed ur fafrared luminosity classes. The inversion resultsl et

of models and 68% inner region) are shown with grey-shadeakaiThe total SFRD history (68% inner region) is also shawn f
reference in each panel as dotted lines. Direct (and indipghmeasurements from the GOODS survey are shown aslésang
Empty triangles are used for binffected by completeness. The- 3 point for HLIRGS is subject to caveats (see text for defails
and probably overestimated.

Finally, we notice that the measured SFRD for ULIRGS atraightforward to compute the total amount of stars thastmu
z < 1.5 (orange points in Fid]5) is much smaller than the randee locked into galaxies as a function of redshift, on the dasi
allowed by the inversion. This probably illustrates thema@s of the star formation rate history. In our computation oflate
variance due to the small area covered by our GOODS sampl®asses, we account for the recycling of stellar material ting
ISM, for the mass of stellar remnants (which account for abou
] ] 15% of the total stellar mass at= 0) and for the evolution
5.4. Evolution of the stellar mass density of the metallicity, using the spectral synthesis cof#SRSE.2

In this section, we wish to address the question of the cons ! R -Volmerange 1997, 1999).

tency of the star formation rate history that we derive from t

inversion model with the independent observational cairsis This is not the first time that such computation is performed
existing on its integral, namely the evolution of the cormavi but we believe that this is an important test which has been th
density of stars per unit comoving volume. Modulo the choicgurce of discussions in the recent past, in particular thi¢h

of an initial mass function (IMF) and the computation of thelaim that both histories - star formation and stellar masse
mass of stellar remnants after the death of massive stass, itvere not consistent, with the integral of the star formatiate
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history producing more stars than actually observed at edy r

shift. We disprove here this previous claim.
Before discussing our own computation, we wish to empha- 8.5 &

size an important point regarding théfext of the choice of

a particular IMF in this process. Although various IMFs have's, s

been proposed in the past, including top-heavy IMFs for- star="

bursting galaxies (see e.g. Elbaz et al. 1995, 1992; Riegk et © - o

1993; Lacey et al. 2003; Davé 2008), no definitive evidera® h =

yet been provided for a non-universality of the IMF. The mainf*; 70
difference that is now commonly accepted with respect to the pi-, "

oneering work of Salpeter (1955) is the finding that the slofpe S

L L L L L L B

the IMF changes around 1Min the direction of having a lower 6.5
contribution of low mass stars to the total mass of stars éatm 60
or equivalently a larger contribution of stars more mastiasn ) 1 2 5 . .

1 M, (see the review by Chabrier (2003). Nonetheless, we wish

to emphasize here that thffext of a change in the IMF such as

this one #ects almost equivalently the conversion factor that is ) )

used to determine the SFR from a given infrared luminostyth Fig- 11. Range of allowed evolutions of the stellar mass density

the mass-to-light ratio that is used to derive the stellassfa Computed with the range of cosmic star formation histories o

galaxy. In the present study, the SFR is derived from thé iata Fig. 5. The dashed lines corresponds to the best-fit to the IR

luminosity assuming the céficient computed for a Salpeter IMFcounts. The data points with error bars are measuremenms fro

by Kennicutt (1998, see Ef] 2). For afdrent IMF, such as the Pérez-Gonzalez etlal. (2008) (empty circles) and Elshell e

Baldry & Glazebrook (2003, hereafter BG03) one which showg€008) (filled dots). The realistic Baldry & Glazebrook (Z)0

a flattening below 1 M as discussed above, the SFR would b®F is used both for the data points and to derive the stellar

0.45 lower and the L ratio would also be reduced by a similarmass density from the SFR density.

factor (0.6, computed using the PEGASE.2 code).

The evolution of the cosmic stellar mass density with red-

shift that we computed by integrating the SFR history resuj%

i

Redshift

ilstories, together with the range of stellar mass densitjue
ns that are consistant considering all this maltiata. This

ing from the inversion model is found to be in good agreeme

with the latest direct measurements of galaxy masses of ; X . ,
Pérez-Gonzalez etlal. (2008). Note that their publisttetlas approach is to be contrasted with previous modeling wordts th

mass densities were multiplied by a factoBDsince they were were based on predictions from a single preferred modahge

estimated with & Salpetér (1955) IMF, which correspondhgo tOf MOdels is given here. o
difference in mass-to-light ratios in the K band. It appearsiglea  The inversion technique does not use any redshift informa-
that at all redshifts probed, the range of star formatiotohiss tion @s an input, although such an option can be (and has been)
that result from the inversion technique are consistert wie considered through a prior constructed on the low-redglfift
measured stellar mass density. This consistency indjresiti- Despite this arguably questionnable lack of informationutb
forces the likelihood that the inversion technique doesispa the redshift of the sources, the inversion technique resove
reasonable range of possible histories. _Sl_l;]p”S'nQW v%/ellﬂt_]he known fedsglféldlﬁt“b_lﬂl?hns up ZO=_d_2-b
Finally, we note that after submission of the present pagper, ' '€ r€ason for this success probably lies in the very widebas
erratum was published by Hopkins & Beacom (2006) in whichf Wavelengths used in the inversion:A, 160um and 85qim
they recognize that their computation was erroneous artd tk@d intérmediate wavelengths) do not probe the same popula
contrary to their initial claim, the two histories do not éxibany 1ONS Of galaxies at the same redshifts because of véfgrent

inconsistency, apart possibly at the largest redshiftaceeheir kt;correctiong. The uncgrtaintieks ijnher]gnt to Ejhe IilgrefrrfﬁEDs .
study is now consistent with our finding, which is not surpridnat We used seem to be masked, at first order, by the extent o

ing since our SFR history globally agrees with their contjpla. e data set that we considered. _ -
(see FiglD). We find new constraints for the SFRD and its decomposition.

Our method shows that the IR downsizing must be at work, even
thoughonlythe IR counts are considered. Quantitatively, we are
in good agreement with direct measurements of the SFRD at low
and high redshift. Again the clear advantage of our appr@sach
This paper presents measurements of the evolving infrareid | its exhaustivity: the range of possible star-formatiordrigs in-
nosity function and of the corresponding cosmic star-fdioma ferred from the inversion does notfer from incompleteness,
rate density using a non-parametric inversion of the galakycontrastwith surveys based on spectroscopic and phatisme
counts in the mid and far infrared. redshifts. This range matches very well recent measurenoént
For the first time, we deriveexhaustively therange of pos-  the evolution of the stellar mass density, when a non-emglvi
sible evolutions for these quantities with a non-pararodtrier- IMF is used and stellar remnants are taken into account,nn co
sion technique. The input data that were used simultangewis| trast with previous works.
derive these set of allowed models cover a wide range of wave- Then by comparing the results on the SFRD from the “di-
lengths: deep infrared counts observed at various waviilengect” (redshift-based) and “indirect” (counts inversiomthods,
(from 15 to 85Qum), the cosmic infrared background measurewve showed that the population of HLIRGS tentatively seen at
ments, and optionally the low-redshift measurements oifthe z > 2 is excluded, at least with SEDs similar to local ULIRGS.
luminosity function which are derived from the 2rh fluxes. We  Either the photometric of these peculiar sources are sydtem
derive from this inversion the allowed range of star-forimat cally wrong, or their SED is very fierent from the local equiv-

6. Discussion and Conclusions
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predictions made with these templates are compatible waittor
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Appendix A: The inverse problem Y = {N(/li,Sk)}izl,_,r,kzl,_,s (ther x s measurements), Eq. (A.4)
A1 The Model then becomes formally

As argued in the main text, (Section 2.1) the formal equatsn Y=M-X, (A.8)
lating the number of counts of galaxi®&1;, Sx) with the flux
Sk (within dS) at wavelengthy; (within da) to the number of

counts of galaxiefN(z Lir), at redshiftz (within dz) and IR lu-
minosity Lz (within dLig) is given by Mikn={ f f ej(Z)a(mr)H(Sk 4, Z, mIR)ddeIR}

whereM is a (, ) x (p, q) matrix with entries given by

ikjl

NS0 = [ [0S F 2 LN L, (AD) g po

wheredp is the standard Dirac functiof, is the flux observed Assuming that the noise iV can be approximated to be Normal,
in a photometric band centered on wavelengtbf a galaxy at We can estimate the error between the measured counts and the

redshiftzwith a Lig luminosity: non-parametric model by
F(A.z Lir) = A/D?(DK (A, z Lir), (A.2) LX) =x3(X) = (Y =M-X)"-W-(Y =M -X), (A.9)

whereD, (2) is the luminosity distance for an object at redshif¢vhere the weight matri¥V is the inverse of the covariance ma-
zwith the standard cosmology used in this paper, A is the solidx of the data (which is diagonal for uncorrelated nois¢hwi

angle corresponding to one square degree Kandrresponds to diagonal elements equal to one over the data variance)e @iec
the k-corrections: are interested here in a non-parametric inversion, therdposi-

tion in Eq. [AT) typically involves many more parameterarth
constraints, such that each parameter controls the shae of
function, N, only locally. As mentioned in the main text, some
trade-df must therefore be found between the level of smooth-
whereT;(1) is the transmission curve for the filter centeredign ness imposed on the solution in order to deal with the artefac

R = f;n'.m:x Ti(A)dA andL = (1) is the underlying library of SEDs induced by the ill-conditioning on the one hand, and thelleve

i . . of fluctuations consistent with the amount of informatiorihe
fgﬁgig&r I‘_’:’h'Ch the SED of a galaxy depends only on its totg}nts on the other hand: between two solutions yieldingvequ
R-

' . . . . alent likelihood, the smoothest is chosen on the basis of the
As mentioned in the main text, from the point of view of th

conditionning of the inverse problem, it is preferable timreu- %uadranc penalty:
late Eq. [[Ad) in terms ofZ = log;o(1 + 2), S = l0g,o(S) and  R(X) = X*+-K-X, (A.10)
Mg = l0g;o Lir:

Amx

Lir
K(4,zLR) = 1/Rf L@/ +2)

‘ 1 Ti(A)dAa, (A.3)
Ain

whereK is a positive definite matrix, which is chosen so that R

<. _ _ N in Eq. (A.10) should be non-zero whnis strongly varying as a
N, S _ffH(Sk’ A Z, Mr)N(Z, Mr)dZdMg , (A4) function of its indices. In practice, we use a square Laplapie-
nalisation Ocvirk et &l. (D2 norm as defined by Eq. 30 of 2006b)
Indeed, a Tikhonov penalization does not explicitely ecdor
smoothness of the solution, and a square gradient penatizat
favors flat solutions which are unphysical in our problem.

As mentioned in the main text, for a range of redshifts, a

where the kernel of Eq_(Al4) reads
H(S, 2, Z,mg) = 107357+ MR5p[S — F (1,107, 10™) |

with direct measuremenXg, which can be used as a prior i is
N(Z, mg) = N(10%,10™), (A.5) available. Hence we may add as a supplementary constraint th
N, S = N, 10910755 (ag) P& =(X=X)"War(X = Xo), (A11)

should remain small, where the weight matki¢;, is the inverse
of the covariance matrix of the prioXp, and should be non zero
over the appropriate redshift range. In short, the pendliwmn-
parametric solution of EqL_(Al.8) accounting for both peieslts

Here we introduced the euclidian number couﬁﬁlby multiply-
ing the number count by the expect®t® power law.

A.2. Discretization found by minimizing the so called objective function
Let us projecN(Z, mg) onto a complete basis obpq functions  Q(X) = L(X) + AR(X) + u P(X), (A.12)
{e(@)a(MRr)}j=1,..p1=1...q> whereL(X), R(X) andP(X) are the likelihood and regularization

o ) ) terms given by Eqs[(Al9)[(A.10) and_(Al11), respectivélye
of finite (asymptotically zero) support, which are choserelte | agrange muitipliers, 1 > 0 allow us to tune resp. the level of

be piecewise constant step functions: smoothness of the solution (in practice, we set 0.02 for the
b g reasons given below), and the requirement ¥aahould remain

N(Z.mg) = N e mMr). A7) Closeto |ts.pr|orf0r t_he range of redshifts forV\_/h|.ch data\:all-
(Z.mR) 2, ; i &(Z)a(me) (A7) Lble. The introduction of the Lagrange multipliers is folipa

justified by the fact that we want to minimize the objectivadu
The parameters to fit are the weights;. Calling tion Q(X), subject to the constraint tha{X) and P(X) should
X = {NjiYj=1.pi=1.q (the p x g parameters) and fall resp.in the rang®&gaat V2 Ngata@NANparam= /2 Nparam
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The minimum of the objective functiorQ(X), given by LF ratios (dex)
Eq. (A.12) reads formally: | ‘

~ | L |
X = (M*W-M+ 1K+ W2) ™ (ME-W-Y + W5 Xo) .

1.00 1.33 1.67 2.00

This equation clearly shows that wh@n — oo the solution
tends towardo, while the smoothing Lagrange multipliet,
damps counterparts of the componentsyotorresponding to
the higher singular vectors &l (Ocvirk et al.| 2006b). When
dealing with noisy datasets, the non-parametric inversich-
nigue may produce negative dbeients for the reconstructed
luminosity function. In order to avoid suchfects, positivity
is imposed on those cfiientsn; in Eq. (A1), see for in-
stance Ocvirk et all (2006b) or Pichon et al. (2002). In peact
the minimum of the objective function is found itterativakging
optimpack (Thiébaut 2005). The relative weight on the likeli-
hood and the two penalties is chosen so that the three geantit
have a comparable contribution to the total likelihood aften-
vergence. This corresponds to a reasonably smooth variatio
the LF both in redshift andk, and imposes a solution which is
always within 1r of the observed low-redshift LK o, whenu is
not set to zero in Eq[{A.12).

10910 LIRet

1.00
z

Appendix B: Test of robustness Fig.B.1. Estimated robustness of the LF inversion used in this

In order to quantify the confidence level of the inversiorhtec paper. The relative fierence between the input LF and the re-
nigue, we test its robustness. Starting from an arbitrarywd= covered LF (when a realistic noise is added to the correspgnd
produce IR counts in the bands and flux ranges correspoimput counts)is larger for darker parts of the diagram. Titir-
ing to the observations from this LF. Then, we add some ra@nce is relatively smallk(0.4 dex) in the region of the z-L space
dom Gaussian noise to the simulated counts, using the real effiectively constrained by observations: the dotted and ahshe
certainty on the observations as tveof the error distribution lines correspond to the extreme fluxes considered atr?dnd
for each flux bin. Finally, we apply the inversion technique d 850um, respectively, for this study. See main text for details.
scribed in Section 2.1 to these noisy counts and obtain grubut
LF.

The comparison of the input and output LFs is shown in

Fig.[B.1. The error on the absoluteffdirence in log,LFin — ranging from 16 to 859m which we derive from the inversion
log, LFout is represented in grey levels and contours. The difechnique are presented in Aig. IC.3. The separation of the co
ference is generally smaller than 0.4 dex (factor 2.5) in thebution of local, intermediate and distant galaxies iffatient
range where the LF can be constrained from the observedsowdlors illustrates the expected trend that larger wavetengre
(range of thez-L plane encompassed by the dashed lines). A ngensitive to larger redshifts, hence the relative complearay
ticeable exception is the very low-redshift range:(0.1) which  of all IR wavelengths. There will be a bias towards more lumi-
corresponds to bright sources. For such large fluxes, the capus and distant objects with increasing wavelength titied
siderable noise in the observed counts produces largesearor here for the Herschel passbands (see[Eig. C.4), but this may b
the recovered LF. At high redshift, recall that the ultrealnous used to pre-select the most distant candidates expectedde-b
population of galaxies appears as rare and very bright thjec tected only at the largest wavelengths. In the following,dige

a flux range where the number counts are poorly known. cuss the predictions of the inversion technique for thosgtn
ments as well as their respective confusion limits, whicthes
main limitation of far-IR extragalactic surveys.

The ESA satellite Herschel is scheduled to be launched
In Section 4, we have inverted the known IR counts to obtawithin the next year, while the next generation IR astronromi
constraints on the evolving total IR LF. We have seen that tieal satellite of the Japanese space agency, SPICA, is deldedu
LF obtained through this inversion is realistic and matahest for 2010, with a contribution of ESA under discussion, irt:lu
of the recent observations (counts, CIRB, Mid-IR LF at low-re ing a mid-IR imager named SAFARI. Both telescopes share the
shift). Then, in Sectioh 512, we have shown how we can meassame diameter of 3.5 meters, but the lower telescope tempera
directly a part of this LF with a good confidence, and we havare of SPICA, combined with projected competitive sewsiti
shown that the LF resulting from the inversion is in good agreities, will make it possible to reach confusion aroundui@®
ment with this solid measurement, validating the LF obtdindwhere Herschel is limited by integration time). The-2hour
by this empirical modeling approach. In this section, wethge limits of the instruments SAFARI onboard SPICA (&ly, 33-
median LF obtained from the inversions to predict some ur10um, dashed line), PACS (3mJy, 55-2d@, light blue line)
which should be observed with future observations in the Fidhd SPIRE (2 mJy, 200-67n, blue line) onboard Herschel are
with Herschel or SCUBAZ2. compared in Fid._C]1 to the confusion limits that we deriosrfr

At the time of publication, several new facilities are injpae  the best-fit model of the inversion, at all wavelengths betw&0
ration to observe the Universe in the far-IR to sub-mm regimeand 85Qum, assuming the the confusion limit definition given
The diferential counts (normalized to euclidean) at wavelengthglow.

Appendix C: Model predictions for Herschel
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then decide that the confusion limit is e.g. the depth abdvielw
100 T T T T 68 % of the detected sources are measured with a photometric
F 1 accuracy better than 20 %. In the following, we only consaler
- simpler approach which involves computing the two sourdes o
1 confusion that were discussed. in Dole etlal. (2003):
- the photometric confusion noise: the noise produced by
sources fainter than the detection threshold. The photienet
1 criterion corresponds then the requirement that sources ar
i detected with a Sl(photometricy5.
1 - the fraction of blended sources: a requirement for theityual
of the catalog of sources will be that less thiE®6 of the

Fconfusion (mJY>

SAFARI-50,1h

0.01 3 sources are closer than @BWHM, i.e. close enough to not be
separated.
ooot L . oo
0 200 400 600 800 We have tested various levels fidrand found thaN = 30 %
A (um) was equivalent to the above requirement that 68 % of the de-

tected sources are measured with a photometric accuratey bet
Fig.C.1. Confusion limit for a 3.5 meter telescope. The-5 than 20% using realistic simulations in the far IR for Helch
1hour limits of SPICA-SAFARI (5@Jy, 33-21Qum, dashed Hence we will use here the value bif =30 %. The confusion
line), Herschel PACS (3mJy, 55-24fh, light blue line) and limitis thendefinecas the flux density above which both criteria
SPIRE (2 mJy, 200-67@m, blue line) are shown together withare respected. As a result, it is found that the main linutats
their wavelength ranges. The blue part of the curve is detdpe fraction of blended sources&t50-105um (blue part of the
mined by the source density criterion (i.e. the requirentent curve in Fig[C.1) and the photometric confusion noise below
have less than 30% of the sources closer thar®V8HM), the and above this range, i.e. &t 33-50 and1=105-21Qum (red
red part is defined by the photometric criterion, i.e. sosiroest parts of curve in Figl_Cl1). As a result of their smaller beam,

be brighter than 5 times the rms due to very faint sourcesibelghorter IR wavelength are moréieient at detecting faint star
the detection limit. forming galaxies than longer ones (see Fig] C.2). This ibet t

expense of observing further away from the peak of the far IR
emission, which implies larger uncertainties on the dé¢idveof
The definition of the confusion limit is not trivial, in pacti- the total IR luminosity due to the uncertain dust tempegatur
lar because it depends on the level of clustering of galakies We note that the confusion limit for a 3.5m-class telescope,
optimum way to define it would be to perform simulations tguch as Herschel, is ten times larger than the depth it cah iea
compute the photometric error as a function of flux densitg, a one hour (). With a source density of 12.8 sources per square
degree at the 50@m confusion limit (25 mJy), or equivalently
one source in a field of 17 arcmin on a side, this shows that
the best strategy at this wavelength is to go for very large an
moderately shallow surveys, in order to identify the rard agry
1 luminous distant galaxies.
41000 For comparison, we also illustrated the ground-based ca-
E pacity of ARTEMIS built by CEA-Saclay which will operate

1013»

2 ok at the ESO 12 m-telescope facility APEX (Atacama Pathfinder
= E 4100 ©  EXperiment) at 200, 350 and 4pfh and SCUBA-2 that will
> [ ] E operate at the 15 m telescope JCMT at 450 andi80To
S 10"} 70 um © 56 vy ] -~ avoid confusion between all instruments, we only show the av
; f 100 um @ 540 uly 310 erage wavelength 4Q0n for a 12 m-class telescope and 360
= ;gg um g ;8 gjy 3 for a 15 m-class telescope (FIg._C.1). Although the confusio
10" 350 ijm @ 25 mi 1 limit in the 850um passband is ten times below that of Herschel
400 um @ 4.0 mJyy’ at the largest wavelengths, this band is not competitivén wit
s Ryl y e O the ~400um one which should be priorities for ARTEMIS and
WOQO AAAAAA ; AAAAAAAA 2* ““““““ 3* AAAAAAAA ; “““““ . SCUBA-2 for the study of distant galaxies, or with the 70 and

100um ones for a 3.5 m space experiment such as SPICA and
Herschel, for redshifts below ~5. We also note that only in
these two passbands will the cosmic IR background be regolve
Fig. C.2. Detection limits for confusion limited surveys from 70with these future experiments (see TablelC.1), which sugges
to 850um. The curves show the minimum IR luminosity (8that a larger telescope size should be considered for aefatur
1000um), or equivalently SFR4Lr x 1.72 10'%), that can be periment to observe the far IR Universe above A@0and be-
detected for a star forming galaxy assuming that it has an S%)v the wavelength domain of ALMA. We did not mention here
similar to the Chary & Elbaz (2001) ones. The 70, 100, 160, 2581 MA since it will not be afected by these confusion issue:
350 and 50@m limits correspond to a 3.5 m telescope diametediue to its very good spatial resolution, will be limited toheir
such as Herschel or SPICA, while the 400 is for a 12 m class small ultradeep survey, hence missing rare objects onfellps
telescope such as APEX (e.g. ARTEMIS, we show the averagffields observed with single dish instruments, e.g. ARTEMI
between the two bands at 350 or 450 to avoid confusion with Finally, the JWST that will operate in the mid IR will be a very
Herschel) and the 85dn is for a 15 m telescope as the JCMTpowerful instrument to probe the faintest star forming gias
(SCUBA). in the distant Universe, but predictions aréfidult to produce at

Redshift
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Table C.1. Fraction of the CIRB resolved by confusion-limited Herdcheveys

PACS 70um  PACS 100um PACS 160um SPIRE 250um  SPIRE 35@im  SPIRE 50@:im

Feonfusion (MJY) 0.056 0.54 10.0 20.0 251 251
IGL2 @ Feonfusion 9.14 12.3 6.27 1.98 0.55 0.058
CIRB? 9.51 14.0 15.3 10.3 5.47 2.29
% CIRB resolved 96.1 % 87.8% 41.1% 19.1% 10.0 % 25%

a Units: nW.nt2.srt

the present stage since it was already found that extrapogat
from the mid to far IR become less robust already a® (e.g.
Daddi et all 2007h; Papovich etal. 2007; Pope &t al.2008).
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Fig.C.3. Counts predicted from the inversion in the far-infrared and-mm (solid line). The counts are decomposed in redshift
bins (blue=z < 0.5, greer-0.5 < z < 1.5, orange-1.5 < z < 2.5, red=z > 2.5). The oblique dashed line corresponds to the limit in
statistics due to the smallness of a field like GOODS Ne&buth or 0.07 square degrees: less than 2 galaxies per fluf Width
¢10gF=0.1 dex are expected below this limit.
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Fig.C.4. Differential counts predicted from the non-parametric ineergor future Herschel observations: PACS 100 (solid

black), SPIRE 25@m (dotted blue), SPIRE 350n (dashed green), SPIRE 50t (dot-dashed red) decomposed simultaneously

in redshift and Lg.
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